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Abstract 

Hip bone fracture is one of the most important causes of morbidity and mortality in the 

elder adults. It is necessary to establish a prediction model to provide suggestions for 

elders. A total of 725 subjects were involved, including 228 patients with first low-trauma 

hip fracture and 497 ages-, sex-, and living area-matched controls (215 from the same 

hospital and 282 from community). All the subjects were interviewed with the same 

questionnaire, and the answers of the interviewees were recorded to be the database. 

Three-layer back-propagation Artificial Neural Networks (ANN) models were applied for 

females and males separately in this study to predict the risk of hip bone fracture for 

elders. Furthermore, to improve the accuracies and the generalizations of the models, 

the ensemble ANNs method was applied. To understand variables contributions and find 

the important variables for predicting hip fracture, sensitivity analysis and connection 

weights approach were applied. In this study, three ANNs prediction models were tested 

with different architectures. With the fivefold cross-validation method evaluating the 

performances, one of the three models turned out to be the best prediction model and 

achieved a big success of prediction. The best area under the receiver operating 

characteristic (ROC) curve and the accuracy of the prediction model are 0.91 ± 0.028 

(mean ± SD) and 0.85 ± 0.029 for females, while for males are 0.99 ± 0.015 and 0.93 ± 

0.020. With the method of sensitivity analysis and connection weights, input variables 

were ranked according to contributions/importance, and the top 10 variables show great 
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proportion of contribution to predict hip fracture. The top 10 important variables causing 

hip fracture for both females and males are similar to our previous results got from 

logistic regression model and other related researches. In conclusion, ANNs has 

successfully been to establish prediction models for predicting the risk of hip bone 

fracture for both female and male elder adults respectively and identified the top 10 

important variables from 74 input variables to predict hip bone fracture of elders. This 

study verified the performance of ANNs to be a highly complex prediction model.        

 

Keywords: Ensemble artificial neural networks; back-propagation neural 

networks; sensitivity analysis; connection weights; hip fracture. 
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1. Introduction

Hip fracture is a kind of serious injury for elders. In previous studies, they have 

found out that elder adults with hip bone fracture have a relatively higher risk of death 

(Johnell et al., 2004; Magaziner et al., 1989). The post-fracture one-year mortality rates 

for the elders with hip fracture are 18-33% (Magaziner et al., 2003). Even if the patients 

survive after the fracture, some of them still suffer functional loss in daily activities (Jette 

et al., 1987). Moreover, the elders with hip fracture and their family need to shoulder 

much higher health care costs compared with their matched controls (Haentjens et al., 

2005). Therefore, hip fracture is not only a considerable health burden but also an 

increasing economic burden.  

To reduce the incidence of this preventable injury and subsequent adverse 

outcomes, many studies have identified the risk factors for hip fracture (Benetos et al., 

2007; Dubey et al., 1999; Wehren et al., 2003). Recently, a matched case-control study 

carried out a conditional logistic regression to find out the important risk factors with the 

combined effects of different risk factors (Lan et al., 2010). Another suitable method to 

analysis biomedical systems is artificial neural network (ANN). According to the 

advantages of nonlinearity, fault tolerance, universality, and real-time operation, ANNs 

have been proposed as a quite suitable algorithm for modeling complex non-linear 

relationships in health care research (Baxt et al., 1995; Cross et al., 1995; Kung and 

Hwang, 1998). Eller-Vainicher et al. (2011) identified the promising role of ANN in 
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predicting osteoporotic fracture among postmenopause osteoporosis women. For the 

comparison of the characteristics between ANNs and logistic regression applied to this 

epidemiological research field, a study has established prediction models for predicting 

living setting after hip fracture by ANNs and logistic regression, and shown that ANN is 

slightly better than logistic regression (Ottenbacher et al., 2004). Lin et al. found ANN 

algorithm could reliably predict the mortality of hip fractured patients and outperforms 

the logistic regression method (Lin et al., 2010). Although in many studies ANNs have 

been shown to exhibit superior predictive power compared to traditional approaches 

(Cui et al., 2012; Liu et al., 2011), they have also been labeled a „„black box‟‟ because 

they provide little explanatory insight into the relative influence of the independent 

variables in the prediction process. This lack of explanatory power is a major concern to 

ecologists since the interpretation of statistical models is desirable for gaining 

knowledge of the causal relationships driving ecological phenomena. Besides, the 

significant ranking of each input is very important for the neural network operation. To 

“illuminate” the “black box”, Olden et al. (2004) introduced nine methods for quantifying 

variable importance in artificial neural networks, of which, sensitivity analysis is a 

generally used method. The sensitivity analysis methodology is able to show the specific 

contribution of the input variables while ANN has the capability to handle non-linear, 

complex ecological data and to incorporate causality (Lek and Guegan, 2000; 

Rechnagel, 2003). Hence, the present study had two primary goals. The first goal was to 
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establish ANNs prediction models to predict the risk of hip fracture for female and male 

elder adults respectively, and examine them via the ROC curve analysis. With this 

ANNs models, the second goal of this paper was to use the methods of sensitivity 

analysis and connection weights to understand the contribution of each input variable 

and identify the top 10 important variables for predicting hip fracture. These top 10 

important variables were also compared with the most influential variables got from 

conventional logistic regression method (Lan et al., 2010; Tseng et al., 2013). 

 

2. Materials and methods 

2.1 Database 

The database utilized in this study were collected in the previous case-control 

matched study for the analysis of risk factors of hip fracture for elder adults aged 60 and 

older (Lan et al., 2010). The data were collected from the questionnaire surveys 

interviewed by trained interviewers. The database included a total of 725 subjects, of 

which, 228 subjects were the patients admitted to the National Taiwan University 

Hospital with first low-trauma hip fracture, 215 subjects were hospital controls (patients 

in the same hospital but without hip fracture) and 282 subjects were community controls 

(randomly selected dwellers) individually matched to the hip fracture patients by age, 

gender, and living area, and then two control groups were combined together as 497 

controls. Since women may have some risk factors different from men, such as 

http://www-ncbi-nlm-nih-gov.ezp-prod1.hul.harvard.edu/pubmed?term=Tseng%20WJ%5BAuthor%5D&cauthor=true&cauthor_uid=23855555
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reproductive history, etc, female and male models were developed seperatly, so the 

data were separated by gender. Of the total 725 subjects, 163 hip fracture patients and 

345 controls were women, and 65 hip fracture patients and 152 controls were men. 

Moreover, in Lan‟s study (2010), they used intraclass correlation coefficient to examine 

the reliability of the sample data. As a result, the moderate to high agreement suggested 

that the data was reliable. 

2.2 Architecture of ensemble ANNs 

There are many types of ANNs with different structures. Typical back-propagation 

neural networks (BPNN) are commonly adopted for solving classification problems. 

BPNN include an input layer, a hidden layer (or several hidden layers), and an output 

layer. Each layer contains at least 1 node (neuron). Activation functions (transfer 

functions) only exist in the hidden nodes and output nodes, and only the inputs for 

hidden nodes and output nodes will be processed via weights and biases. Typically, the 

data for ANNs analysis consist of possible inputs and the corresponding targets, and are 

divided into three parts: training datasets for training models, validation datasets for 

checking the over-fitting of models, and testing datasets for testing the generalization of 

models. To avoid over-fitting is very important to make sure the generalization of an 

ANN model. Another method for improving the generalization of an ANN model is 

ensemble ANNs method (Hansen and Salamon, 1990; Zhou et al., 2002). The learning 
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effect of an ANN is decided by random initial weights. The training process of ANNs is 

an optimization processing of the connections (i.e., weights and biases) between 

neurons in different layers. Therefore, different initial points (i.e., initial weights and 

biases) will lead to different optimization results. The idea of the ensemble method is to 

train a finite number of component neural networks and then combine the component 

outputs to reduce the errors come from different initial weights and biases (Pulido et al., 

2013; Pulido et al., 2014). 

Hence, the BPNN and ensemble method were applied in this study. Lan et al. (2010) 

and Tseng et al. (2013) did a widely analysis of risk factors for hip fracture in elder adults. 

For comparing to Lan et al. (2010) and Tseng et al. (2013), a total of 74 risk factors of 

hip bone fracture were selected to be the inputs for the female BPNN models. The 74 

risk factors are listed in Table 1. Excluding 7 factors related to female‟s reproductive 

history, 67 of above factors were chosen to be the inputs for male BPNN models. Both 

female and male models have 1 hidden layer and 1 binary output (hip-fractured defined 

as 1versus non-hip-fractured as 0). The suitable number of hidden neurons ( HNN ) 

depends on many conditions, like the number of inputs and outputs ( INPN  and OUTN ), 

the amount of noise in the targets, the complexity of the function, regularization, etc. 

(Sarle, 2002). It is usually necessary to train several networks and estimate the 

generalization error of each network to find out the suitable hidden layer size. In general, 

it is essential to employ lots of hidden neurons to avoid overfitting with the use of early 

http://www-ncbi-nlm-nih-gov.ezp-prod1.hul.harvard.edu/pubmed?term=Tseng%20WJ%5BAuthor%5D&cauthor=true&cauthor_uid=23855555
http://www-ncbi-nlm-nih-gov.ezp-prod1.hul.harvard.edu/pubmed?term=Tseng%20WJ%5BAuthor%5D&cauthor=true&cauthor_uid=23855555
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stopping method, or it will likely be underfitting (Sarle, 1995). Hence HNN is set to be 

about twice the INPN  (i.e., 140 nodes in hidden layer) at first, and got good generalized 

prediction results. HNN = 140 was set for both female prediction models and male 

prediction models, since a proportionally small change in HNN  will not lead to an 

obvious effect on the performance. However, some literatures proposed rules to relate 

HNN  to INPN , OUTN , or number of training patterns (Basheer and Hajmeer, 2000). A 

rule of defining HNN = ( INPN + OUTN )/2 was selected to be compared with the result of 

setting HNN = 140 for checking whether the result can be better. The inputs and outputs 

were normalized into a range between -1 and 1. The activation function of hidden 

neurons is a tangent sigmoid transfer function, which is defined by: 
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where af  is the output of tangent sigmoid function and x  is the input of tangent 

sigmoid function. 

The output of a tangent sigmoid function is limited to a range between -1 to 1 for the 

normalized output -1 and 1 (0 is normalized to -1 and 1 is 1). The activation function of 

output neurons is a simple linear transfer function. 

In this study, many risk factors were chosen to be the inputs for the prediction 

models. With large number of HNN , the weights and biases in the networks become 

huge amount of data. Therefore, for reducing the required memory to do the 

computations and obtaining better efficiency, conjugate-gradient algorithms (Sarle, 2002) 
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are suitable for the case in this study, and the scaled conjugate-gradient algorithm 

(Moller, 1993) was chosen to train the models in this study.  

Table 1. The risk factors (input variables) for hip fracture analyzed in this study 
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To apply ensemble method, the process for establishing an ensemble ANN model 

in this study is explained below and illustrated in Fig. 1.  

(1) Firstly, the whole database was divided into two parts: 90% and 10%. The 10% part 

was set to be the testing data for testing the generalization effect. 

(2) Training data were randomly chosen 80% of whole database from the 90% part (not 

80% of the 90% part), and the remaining 10% were the validation data to supervise 

over-fitting. This step was repeated 20 times such that 20 training data and 

validation data sets were generated with different combinations and sequences. 

(3) Each training dataset and validation dataset was used to train 15 networks with 

different initial weights.  

(4) The learning effect of each network was tested by the testing data to examine the 

generalization of the network, and the best networks in each training data and 

validation dataset were selected to be combined into the ensemble model.  

(5) Finally, an ensemble ANN model constructed by 20 networks was established. The 

output of the ensemble ANN model was the average of 20 best networks. 

In this structure, the best networks were selected to be a member of the ensemble 

for the least generalization error. However, some of the best networks might be selected 

just by chance, and not as the global optima, i.e., it just especially matched some certain 

cases. Hence, the median networks were also tested for each training dataset and 
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validation dataset to be the members of the ensemble model. Other processes were the 

same with the method of choosing best networks as shown in Fig. 1. 

 

 

Fig. 1. The flow chart for establishing an ensemble ANN model 

2.3 Architecture of the prediction models 

The aim of this study is to establish prediction models to predict the risk of hip 

fracture for elder adults. In Lan‟s study (2010), the risk factors of hip fracture for female 

and male elder adults were analyzed respectively, because males do not have the risk 

factors of reproductive history. For comparison, different ensemble BPNN models were 

established with different number of inputs for female and male elder adults.  
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As a result of above considerations in section 2.2, it has been decided to establish 

three types of ensemble BPNN models with different structures and compare their 

performances.  

For the females, the three architectures were: (1) 74 inputs / 140 hidden nodes / 1 

output and choosing the best networks in the ensemble method, (2) 74 inputs / 37 

hidden nodes / 1 output and choosing the best networks in the ensemble method, and (3) 

74 inputs / 140 hidden nodes / 1 output and choosing the median networks in the 

ensemble method. 

For the males, the three architectures were: (1) 67 inputs / 140 hidden nodes / 1 

output and choosing the best networks in the ensemble method, (2) 67 inputs / 34 

hidden nodes / 1 output and choosing the best networks in the ensemble method, and (3) 

67 inputs / 140 hidden nodes / 1 output and choosing the median networks in the 

ensemble method. 

The structure of HNN = ( INPN + OUTN )/2 with median networks was not selected 

since the models with the first structure was selected and examined with good results. If 

the second and third structures are not better than the first one, the fourth structure type 

does not need to be considered. 
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2.4 Coding variables 

The raw data in this study are originally from the questionnaire results in Lan‟s 

study (2010). Some of the 74 risk factors (the inputs for the BPNN models) in this study 

are associated with many questions in the original questionnaire. For example, the risk 

factor of ethnicity is associated with two questions: (1) the ethnicity of father and (2) the 

ethnicity of mother. However, in the designed model, there is only one input node for the 

risk factor of ethnicity. To apply the data of the questionnaire surveys into these 

ensemble BPNN models, the raw multiple data associated with one risk factor are 

required to be related to one value for each input node. An idea for transferring multiple 

data into one value came from genetic algorithms. The method of coding multiple data 

into one value is explained below and illustrated with an example in Fig. 2. 

(1) The raw decimal data were transferred to binary values. 

(2) The multiple binary data were “combined” together into a binary value. 

(3) The combined binary value was transferred into a decimal value. 

After the above processing, the multiple questionnaire data can be coded into one 

value and applied to training, validating or testing ensemble BPNN models. 
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Fig. 2. An example for coding the variable of ethnicity, the raw data are the ethnicities of 

father and mother (e.g., both are 1) and coded to a value of 9 for applying into the 

ensemble BPNN models. 

2.5 Evaluation of the predictive performance 

The ultimate goal of the prediction model is to find a set of neural network weights 

and bias values so that the input data generates output values that best match the target 

values. However, weights and bias values may match the data extremely well, but when 

presented with a new, previously unseen set of input data, the neural network would 

likely predict very poorly. This phenomenon is called over-fitting. To avoid over-fitting, 

the process of cross-validation is used to estimate the quality of the ANNs prediction 

model (Lutz Prechelt, 1998).  

 The idea behind k-fold cross-validation is to divide all the available data items into 

roughly equal-sized sets. Each set is used exactly once as the test set while the remaining 
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data is used as the training set (Rodríguez et al., 2010). Based on the fivefold 

cross-validation method to examine the prediction models produced by the above 

algorithms, the whole database was randomly divided into ten distinct parts because of 

the amount of test data is 10% of the whole database (Lin et al., 2006). One part was 

used as testing data, and the remaining nine parts was used in the ensemble method as 

the 90% part. This procedure was repeated five times such that five datasets (dataset1, 

dataset2… dataset5) with different testing data can be generated.  

The receiver operating characteristic (ROC) curve analysis has been widely applied 

as a useful tool to evaluate performances of classifiers (Lin et al., 2006; Ottenbacher et 

al., 2001; Ottenbacher et al., 2004; Yeh et al., 2009). In this study, the ROC curve 

analysis was also applied to estimate the discrimination power of the prediction models. 

The area under the ROC curve (AUC) is the main performance index of a classification. 

An AUC of 1.0 implies perfect discrimination, whereas an AUC of 0.5 is equivalent to a 

random model. The sensitivity (SEN), specificity (SPE), positive prediction value (PPV), 

and negative prediction value (NPV) was also calculated for each model at the best 

threshold to classify true or false. Furthermore, the accuracy of each model was 

calculated at the best threshold, which was defined by the proportion of true predictions 

of all predictions, to be an additional performance index to enhance the reliability of the 

result. 

http://www-ncbi-nlm-nih-gov.ezp-prod1.hul.harvard.edu/pubmed?term=Rodr%C3%ADguez%20JD%5BAuthor%5D&cauthor=true&cauthor_uid=20075479
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&ved=0CCwQFjAA&url=http%3A%2F%2Fen.wikipedia.org%2Fwiki%2FReceiver_operating_characteristic&ei=0bpVUou4Bqn-4AOS2oD4Cw&usg=AFQjCNHTV8hWbRTl0vN9joTCkOGZlijcuQ&sig2=LfMfoU9htHH8RReNZ6ryqQ&bvm=bv.53760139,d.dmg
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2.6 Predicting important variables via sensitivity analysis and connection weights 

It is interesting and necessary to consider which of these input variables are most 

influential. Some of these variables are extremely expensive or cumbersome to gather, 

requiring an expert assessment of the patients. Since there are 74 input variables for 

females and 67 input variables for males, the data recording is a significant cost, 

including financial, material and human resources. Therefore, there is a great deal of 

motivation to predict important input variables and reduce the number of variables 

gathered.  

Sensitivity analysis is a critical step in network modeling process. It provides an 

idea for the model dynamics responses to a variation in the values of some input 

variables. The purpose of sensitivity analysis is to study the behavior of a model, and to 

assess the importance of each independent variable on the values of the dependent 

variable of the model. 

A novel sensitivity analysis method was used for the models (Gevrey et al., 2003; 

Olden et al., 2004), which is simple and effective in identifying key variables. The 

method is introduced as follows: 

(1) Sequentially set each input variable to their minimum value (it is „-1‟ after 

normalization). 
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(2) Assess the change in the root mean square error (RMSE) of the network. When each 

input variable was set to „-1‟, a changed RMSE was obtained. Then calculate the 

ratio, which is changed RMSE over initial RMSE.  

(3) Rank the input variables according to the value of ratio. The more important variable 

is combining with the bigger ratio.  

(4) Sequentially set each input variable to their maximum value (it is „1‟ after 

normalization), then repeat (2) and (3). 

(5) Since it was based on the fivefold cross-validation method, two ranking results for 

each dataset were obtained. In order to get the final result for the whole data, the 

„vote method‟ was applied. It is got by adding together the ratio of changed RMSE 

and initial RMSE of each ranked variable in five datasets, and the more important 

variable has a bigger vote ratio number. The contribution of each variable was also 

concluded according to vote ratio. 

In addition, the method of „leaving one out‟ was also tried, which was sequentially 

removing each input variable from the neural network. But it is required to rebuild and 

retrain the neural network at each step, since there are 5 datasets, and each dataset has 

74 input variables for females and 67 for males, it is time-consuming. Therefore, it is not 

suitable for the developed model.  

In the neural network, the connection weights between neurons are the links 

between the inputs and the outputs. The relative contributions of the independent 
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variables to the predictive output of the neural network depend primarily on the 

magnitude and direction of the connection weights. Input variables with larger 

connection weights represent greater intensities of signal transfer, and therefore are 

more important in the prediction process compared to variables with smaller weights. 

The approach is described as calculating the product of the raw input-hidden and 

hidden-output connection weights between each input neuron and output neuron and 

sums the products, and then calculating the contribution of each input variable (Cui et 

al., 2011; Olden et al., 2004).  

3. Results 

3.1 Prediction ability of the ensemble model 

To estimate the generalized prediction abilities of the models, testing data were 

applied to the models, and the outputs were used to do the ROC curve analysis. Table 2 

summarizes the results of ROC curve analysis for the female prediction models with 

different cross-validation datasets, and Table 3 summarizes the results for the male 

prediction models. In the results tables, SENs, SPEs, PPVs, NPVs were listed and 

accuracies at the best thresholds. The best thresholds were obtained in the ROC curve 

analyses of training data, because in practical applications, the thresholds has to be 

established before using the models to predict unknown and untrained data (i.e., actual 

risks are unknown and the best threshold cannot be decided).  
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Table 2. The summary of ROC curve analyses by testing data for female prediction 

models.  

Dataset Architecture AUC SEN SPE PPV NPV Accuracy 

at best threshold 

 

1 

NHN =140, best 0.96 0.94 0.86 0.76 0.97 0.88 

NHN =37, best 0.91 0.59 0.86 0.67 0.81 0.77 

NHN =140, median 0.77 0.94 0.71 0.62 0.96 0.79 

 

2 

NHN =140, best 0.92 0.82 0.91 0.92 0.91 0.88 

NHN =37, best 0.79 0.59 0.63 0.44 0.76 0.62 

NHN =140, median 0.65 0.71 0.69 0.52 0.83 0.69 

 

3 

NHN =140, best 0.88 0.82 0.80 0.67 0.90 0.81 

NHN =37, best 0.79 0.71 0.74 0.57 0.84 0.73 

NHN =140, median 0.72 0.59 0.86 0.67 0.81 0.77 

 

4 

NHN =140, best 0.89 0.76 0.86 0.72 0.88 0.83 

NHN =37, best 0.82 0.71 0.71 0.55 0.83 0.69 

NHN =140, median 0.70 0.76 0.71 0.57 0.86 0.73 

 

5 

NHN =140, best 0.89 0.88 0.80 0.68 0.93 0.83 

NHN =37, best 0.85 0.71 0.74 0.57 0.84 0.73 

NHN =140, median 0.76 0.82 0.80 0.67 0.90 0.79 

 

Average 

NHN =140, best 0.91±0.028 0.84±0.061 0.85±0.042 0.75±0.091 0.92±0.031 0.85±0.028 

NHN =37, best 0.83±0.046 0.66±0.059 0.74±0.074 0.56±0.073 0.82±0.030 0.71±0.051 

NHN =140, median 0.72±0.043 0.76±0.116 0.75±0.065 0.61±0.058 0.87±0.053 0.75±0.039 

Note: AUC: area under ROC curve, SEN: sensitivity, SPE: specificity, PPV: positive prediction value, NPV: 

negative prediction value. “best” and “median” separately represent choosing the best networks and 

median networks in the ensemble method. 

Fig. 3 shows the ROC curves of the analyses for the female models, and Fig. 4 

shows the ROC curves of the analyses for the male models. By comparing the AUCs 

and accuracies in Tables 2 and 3, the best architecture is the structure of setting HNN = 

140 and choosing the best networks in the ensemble method (marked in bold in Tables 2 

and 3), which achieves a good performance on predicting the risk of hip fracture. The 

average AUC of the female prediction model is 0.91 ± 0.028 (mean ± SD) and the 

average accuracy at the best threshold is 0.85 ± 0.029. The average AUC of the male 
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prediction model is 0.99 ± 0.015 and the average accuracy at the best threshold is 0.93 ± 

0.020. The low SD values confirm that the results are uniform and reliable. For the 

dataset 1, 3, and 4 in the males, the prediction models had AUC = 1.  

 

Table 3. The summary of ROC curve analyses by test data for males prediction models 

 

Dataset Architecture AUC SEN SPE PPV NPV Accuracy 

at best threshold 

 

1 

NHN =140, best 1.00 1.00 0.87 0.78 1.00 0.95 

NHN =34, best 0.93 0.43 0.67 0.38 0.71 0.59 

NHN =140, median 0.58 0.86 1.00 1.00 0.94 0.91 

 

2 

NHN =140, best 0.96 0.86 1.00 1.00 0.94 0.95 

NHN =34, best 0.92 0.86 0.93 0.86 0.93 0.86 

NHN =140, median 0.87 0.86 0.87 0.75 0.93 0.86 

 

3 

NHN =140, best 1.00 1.00 0.87 0.78 1.00 0.91 

NHN =34, best 0.95 0.57 0.67 0.44 0.77 0.64 

NHN =140, median 0.67 1.00 0.80 0.70 1.00 0.86 

 

4 

NHN =140, best 1.00 1.00 0.93 0.88 1.00 0.95 

NHN =34, best 0.94 0.57 0.73 0.50 0.79 0.68 

NHN =140, median 0.68 0.86 0.87 0.75 0.93 0.86 

 

5 

NHN =140, best 0.99 1.00 0.87 0.78 1.00 0.91 

NHN =34, best 0.92 0.71 0.80 0.63 0.86 0.77 

NHN =140, median 0.85 1.00 0.87 0.78 1.00 0.86 

 

Average 

NHN =140, best 0.99±0.015 0.97±0.056 0.91±0.052 0.84±0.087 0.99±0.024 0.93±0.020 

NHN =34, best 0.94±0.011 0.63±0.146 0.76±0.098 0.56±0.171 0.81±0.076 0.71±0.096 

NHN =140, median 0.73±0.111 0.92±0.069 0.88±0.065 0.80±0.105 0.96±0.033 0.87±0.020 
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Fig. 3. The ROC curves of the females models: (a) is for dataset 1, (b) is for dataset 2, (c) 

is for dataset 3, (d) is for dataset 4, and (e) is for dataset 5. “best_140_nodes” means 

140 hidden nodes and choosing the best networks in the ensemble method, 

“mid_140_nodes” means 140 hidden nodes and choosing the median networks in the 

ensemble method. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 
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Fig. 4. The ROC curves of the males models: (a) is for dataset 1, (b) is for dataset 2, (c) 

is for dataset 3, (d) is for dataset 4, and (e) is for dataset 5. 

 

3.2 Results of sensitivity analysis and connection weights approach 

    The results of sensitivity analysis (i.e., leave one „-1‟ and leave one „1‟) and 

connection weights are based on the best architecture of prediction model (i.e., HNN = 

140 and choosing the best networks). For sensitivity analysis, the ratio of changed 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 
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RMSE and initial RMSE for females of 5 datasets are shown in Fig. 5, and Fig. 6 is for 

males. Both Figs. 5 and 6 show that the area under the curve of the top 10 important 

variables account for the bigger and fast slope changed ratio, which means the top 10 

variables have great proportion of contribution.  

Based on sensitivity analysis and connection weights, the ranking results of top 10 

important variables separately for females and males are shown in Table 4. „Ranked 

variables‟ shows the name of selected important variables via „vote‟ from 5 datasets. 

„Contribution‟ gives a clear expression of importance for each factor, which is the 

average of the specific variable contribution in each dataset. For connection weights, 

negative contributions represent inhibitory effects on neurons and decrease the value of 

the predicted response, whereas positive contributions represent excitatory effects on 

neurons and increase the value of the predicted response. „Rank‟ presents the index 

number of variables after ranking. 

To compare with our previous study (Lan et al., 2010; Tseng et al., 2013), the 

variables in red are the same with the factors causing hip fracture shown by Tseng et al. 

(2013), the variables with underline are exactly the same with the results got by Lan et 

al.(2010). The 10 variables in bold are the most important factors got from both 

connections weights approach and sensitivity analysis, including 'Total BMD value', 

'Self-assessed health comparison with 1 year ago', 'Self-assessed health-Current', 

'history of fall at home', 'Height', 'BMI', 'Hypertension', 'MMSE score', 'fecal incontinence', 

http://www-ncbi-nlm-nih-gov.ezp-prod1.hul.harvard.edu/pubmed?term=Tseng%20WJ%5BAuthor%5D&cauthor=true&cauthor_uid=23855555
http://www-ncbi-nlm-nih-gov.ezp-prod1.hul.harvard.edu/pubmed?term=Tseng%20WJ%5BAuthor%5D&cauthor=true&cauthor_uid=23855555
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and 'Education', of which, 7 variables are the same factors with our previous study (Lan 

et al., 2010; Tseng et al., 2013), and other important variables, such as health status, are 

key factors causing falls for elders from a previous research (Stalenhoef et al., 2002). 

  

 

Fig. 5. Ratio of RMSE for females. (a) is got when setting each input variable „-1‟, (b) 

is got when setting each input variable „1‟. 

 

(a) 

 

(b) 

 

http://www-ncbi-nlm-nih-gov.ezp-prod1.hul.harvard.edu/pubmed?term=Tseng%20WJ%5BAuthor%5D&cauthor=true&cauthor_uid=23855555
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Fig.6. Ratio of RMSE for males. (a) is got when setting each input variable „-1‟, (b) is 

got when setting each input variable „1‟. 

4. Conclusions and discussions  

In this study, ensemble BPNN models applied to predict the risk for hip fracture in 

elder adults are presented. Several architectures of BPNN were tested and ensemble 

model to establish the prediction models. By ROC curve analysis, the performances of 

these architectures were compared to each other. The architecture of setting HNN = 140 

and choosing the best networks in the ensemble models turned out to be the best 

(a) 

 

(b) 
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structure for predicting the risk of hip fracture in elder adults. Also, the SENs, SPEs, 

PPVs, and NPVs of this architecture are better than the others. That means this 

architecture is suitable for any situations no matter true cases or false cases are more 

necessary to be detected. The male model had better performances than the female 

model, because the male case has a lower complexity than female case. The successful 

results confirm that ANNs are useful to be applied to approximate a highly dimensional 

and nonlinear function even such a complex system as a biomedical model with 74 

inputs (independent variables). Furthermore, with the help of sensitivity analysis and 

connection weights methodology, the top 10 important variables are predicted, which 

reduces all kinds of troubles due to too many independent variables.  

In this study, the models that correspond to different activation functions were 

established, similar results were obtained, and only the best results were presented, 

which is the activation function of hidden neurons is a tangent sigmoid transfer function, 

and the activation function of output neurons is a simple linear transfer function. For the 

male prediction models, the results of ROC curve analysis showed “AUC = 1”. Hip 

fracture prediction is very complex and cannot be predict so easily. “AUC = 1” was 

obtained when it automatically chose specific threshold for each dataset. Besides, the 

testing sample size became much smaller after splitting the whole database into 5 

datasets. If a huge database is selected with the same threshold for 5 datasets, it is 

impossible to get “AUC = 1”. 
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It is argued that choosing the best networks in the ensemble model to get perfect 

result is by chance, because it may be local minima. Logically, other testing data 

independent from the testing data can be used in the training process. However, as 

shown in the results summarized in Tables 2 and 3, the architecture choosing the 

median networks has a bad performance on the generalized prediction ability. Therefore, 

it is not necessary to examine more detailed performances for this consideration. 

Alternatively, in order to solve this problem, GA can be used to pre-process the initial 

weights to optimize our ANN model. To some extent, ensemble method is another kind 

of mutation. With the theory of survival of the fittest, the combination of GA and ANN can 

get global minima (Chang et al., 2012).   

Besides, conditional neural networks should be studied in future. In our study, the 

sample included a total of 725 cases and controls data, of which, 228 cases were the 

patients admitted to the National Taiwan University Hospital with first low-trauma hip 

fracture, and 215 hospital controls (patients in the same hospital but without hip fracture) 

and 282 community controls (randomly selected dwellers). With the method of fivefold 

cross-validation and ensemble model, although the training and validation data were 

randomly selected, it can only make sure test data have equal proportion in the three 

part of sample data. However, it will be much better and more sensible to select equal 

proportion of training and validation data in the three part of sample data, which can be 

regard as conditional neural networks. 
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In the method of coding variables, binary coding genetic algorithm (GA) was used to 

code the raw data. Using this method, the multiple data can be easily transferred into 

one value. Furthermore, this binary coding way can be applied to other analyses in future 

works, such as testing the robustness of the models. Noise can be easily added to the 

input signals by randomizing those binary data.  

Table 4 presents the rank and contributions of 10 selected important factors from 

three methods (i.e., leave one „-1‟, leave one „1‟ and connection weights) to predict hip 

fracture. It is hard to say which method is better. Lan et al. (2010) summarized that Low 

milk intake, peak flow rate, hand grip strength, and bone mineral density in women and 

low mini-mental state examination (MMSE) score and bone mineral density (BMD) in 

men were further identified to be independently associated with elevated hip fracture risk. 

All these six factors are within the results of leave one „-1‟ in Table 4 (i.e., variables with 

underline). Leave one „1‟ and connection weights obtained more similar variables 

comparing with Tseng et al. (2013). Combining the three methods, this study identified 10 

significant factors (i.e. variables in bold in Table), including 'Total BMD value', 

'Self-assessed health comparison with 1 year ago', 'Self-assessed health-Current', 

'history of fall at home', 'Height', 'BMI', 'Hypertension', 'MMSE score', 'fecal incontinence', 

and 'Education'. 

 

 

http://www-ncbi-nlm-nih-gov.ezp-prod1.hul.harvard.edu/pubmed?term=Tseng%20WJ%5BAuthor%5D&cauthor=true&cauthor_uid=23855555
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Table 4 Ranking results of top 10 important variables separately using connection 

weights and sensitivity analysis 

 

 

Female Male Rank 

Ranked variables Contribution (%) Ranked variables Contribution (%) 

L
e

a
v
e
 O

n
e
 "

-1
" 

'Total BMD value' 14.2 'MMSE score' 12.7 1 

'Self-assessed health 

comparison with 1 year ago' 
11.0 'Self-assessed health-Current' 11.4 2 

'Height' 10.2 'Total BMD value' 10.3 3 

'mobility difficulty' 9.30 'Hypertension' 10.1 4 

'Self-assessed health-Current' 9.30 'Height' 9.74 5 

'intake of milk' 9.28 
'Self-assessed health 

comparison with 1 year ago' 
9.50 6 

'BMI' 9.22 'use of anti-hypertensive' 9.28 7 

'use of anti-hypertensive' 9.21 'urinary incontinence' 9.13 8 

'average hand grip strength' 9.17 'intake of calcium' 9.05 9 

'peak expiratory flow rate' 9.07 'cataract' 8.80 10 

L
e

a
v
e
 O

n
e
 "

1
" 

'Total BMD value' 14.4 'Self-assessed health-Current' 11.5 1 

'history of fall at home' 10.0 'fecal incontinence' 10.8 2 

'average hand grip strength' 9.85 'urinary incontinence' 10.6 3 

'number of stairs in a flight' 9.66 'number of stairs in a flight' 10.1 4 

'use of walking aids' 9.53 'history of fall at home' 9.96 5 

'BMI' 9.51 'ADL difficulty' 9.71 6 

'Headache or migraine' 9.31 'Education' 9.62 7 

'use of analgesic' 9.31 'Total BMD value' 9.50 8 

'bone fracture location' 9.26 'intake of calcium' 9.24 9 

'Weakness' 9.18 'Parkinson‟s disease' 8.98 10 

C
o

n
n

e
c
ti

o
n

 W
e
ig

h
ts

 

'Total BMD value'  -7.44 'Total BMD value' -4.11 1 

'Self-assessed health 

comparison with 1 year ago' 
3.44 'Self-assessed health-Current' -3.94 2 

'number of stairs in a flight' 3.29 'ADL difficulty' -3.90 3 

'Height' 3.17 'fecal incontinence' 3.62 4 

'Self-assessed health-Current' -3.00 'Education' -3.25 5 

'Headache or migraine' 2.50 'Height' 2.86 6 

'bone fracture location' 2.46 'Living arrangement' -2.68 7 

'BMI' -2.37 'MMSE score' -2.56 8 

'heart disease' 2.24 'Hypertension' 2.51 9 

'use of analgesic' 2.20 'history of fall at home' 2.26 10 
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