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Abstract 

In the past decades, the growth of mobile communications has impelled the research and 

industry societies to innovation and development. The interactions between transmitting, 

computing and scheduling have introduced many interesting yet difficult issues for 

investigation. Channel and link access, capacity planning, energy consumption, fairness 

provision, Quality-of-Service (QoS) guarantee and low implementation complexity are 

recognized as the most increasingly important topics in the field of modern networking. 

This Thesis approaches the abovementioned issues by introducing convex 

optimization solutions for resource management in multi-user frequency-selective fading 

environments. The basic idea lays on the effective distribution of the wireless resources at the 

downlink phase of orthogonal frequency division multiple access networks by exploiting 

knowledge of imperfect channel state information and traffic characteristics. The objective of 

this Thesis is to develop new theoretical frameworks from the cross-layer perspective to 

advocate joint strategies of dynamic mechanisms at physical and medium access control 

layers. 

In particular, we initially propose optimal network operation under imperfect channel 

and heterogeneous QoS considerations by introducing a power-efficient cross-layer design 

that incorporates an innovative approach of minimizing the overall transmitting power. Our 

methodology considers independent-bit encoding to define a power-bit-loading process that 

induces notably smaller throughput degradation and power ascents at the presence of channel 

uncertainty than commonly used capacity-based approaches. 

Secondly, we investigate the trade-off between power efficiency, QoS guarantee and 

fairness provision in networks employing real-time resource scheduling under the 

asymmetric-Nash-Bargaining-Solution (NBS) property with channel imperfections. We 

propose the first NBS-oriented and iteration-independent optimal cross-layer policy for joint 

channel and transmitting power allocation by means of final formulas, with significantly 

lower complexity than relevant approaches. 

Thirdly, we focus on intelligent spectrum sharing technologies to present the first 

symmetric-NBS oriented cross-layer framework for cognitive radio networks with channel 
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uncertainties. Our developments achieve optimal scheduling of the dynamically available 

resources guaranteeing rapid convergence to Pareto optimal equilibriums and also increase 

the reliability of the network by means of interference cancelation between primary and 

secondary users. 

Extensive simulations are conducted for various practical scenarios to demonstrate 

the superior performance of our proposals against rival studies in the literature. Thanks to 

their environmental-friendly character, practicality and low complexity, the introduced 

frameworks can be used in candidate protocols for next generation broadband wireless 

communication systems. 
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Περίληψη 

Τηο ηειεπηαίεο δεθαεηίεο, ε απμεκέλε αλαγθαηόηεηα γηα πξνεγκέλε θηλεηή επηθνηλσλία έρεη 

σζήζεη ηνλ εξεπλεηηθό θαη βηνκεραληθό θιάδν ζε θαηλνηνκία θαη αλάπηπμε. Οη 

αιιειεπηδξάζεηο κεηαμύ ηεο δηαβίβαζεο ηεο πιεξνθνξίαο, ηεο ππνινγηζηηθήο δπλαηόηεηαο 

θαη ηνπ ζρεδηαζκνύ ζπζηεκάησλ έρνπλ εηζαγάγεη πνιιά ελδηαθέξνληα ζπλάκα δύζθνια 

ζέκαηα πξνο έξεπλα. Η πξόζβαζε ζε ηειεπηθνηλσληαθά θαλάιηα θαη ζπλδέζεηο, ε 

εθκεηάιιεπζε ηεο ρσξεηηθόηεηαο ησλ ζπζηεκάησλ, ε θαηαλάισζε ηελ παξερόκελεο ηζρύνο, 

ε δίθαηε θαηαλνκή ησλ πόξσλ, ε εγγύεζε πνηόηεηαο παξνρήο ππεξεζηώλ (QoS) θαη ε 

πνιππινθόηεηα θεληξηθώλ κεραληζκώλ ειέγρνπ, αλαγλσξίδνληαη σο ηα όιν θαη πεξηζζόηεξν 

ζεκαληηθά ζέκαηα ζηνλ ηνκέα ηεο ζύγρξνλεο δηθηύσζεο. 

Η δηδαθηνξηθή απηή δηαηξηβή δξνκνινγεί ηα πξναλαθεξζέληα δεηήκαηα 

πξνηείλνληαο αλαιπηηθέο ιύζεηο πεξί ηεο δηαρείξηζεο ησλ πόξσλ ζε αζύξκαηα ζπζηήκαηα 

πνιιώλ ρξεζηώλ κε επηιεθηηθά ζηε ζπρλόηεηα δηαιεηπηηθά θαλάιηα αζζελνύο ζθίαζεο. Η 

βαζηθή ηδέα βαζίδεηαη ζηελ απνηειεζκαηηθή δηαλνκή ησλ πόξσλ ζε θαηηνύζεο ζπλδέζεηο 

νξζνγσληαθήο ζπρλόηεηαο θαη πνιιαπιήο πξόζβαζεο θαλαιηνύ εθκεηαιιεπόκελε ηηο 

πιεξνθνξίεο πνπ πξνζδηνξίδνπλ ηελ θαηάζηαζε ηνπ θαλαιηνύ θαη ηνπ θόξηνπ πιεξνθνξίαο 

ηνπ δηθηύνπ. Ο ζηόρνο ηεο δηδαθηνξηθή δηαηξηβήο είλαη λα αλαπηπρζνύλ ζεσξεηηθά κνληέια 

πνπ αλαθέξνληαη ζε δηαζηξσκαηηθέο (cross-layer) ηερληθέο ζπζηεκάησλ θαη πνπ βαζίδνληαη 

ζε ζηξαηεγηθέο δπλακηθώλ κεραληζκώλ ειέγρνπ πξόζβαζεο ηόζν ηνπ θπζηθνύ όζν θαη ησλ 

πςειόηεξσλ ζηξσκάησλ. 

Αξρηθά πξνηείλνπκε βέιηηζηε ιεηηνπξγία αζύξκαηνπ ζπζηήκαηνο κε αηειή θαλάιηα 

θαη ρξήζηεο κε εηεξνγελείο απαηηήζεηο παξνρήο ππεξεζηώλ, εηζάγνληαο έλα απνδνηηθόηαην 

κνληέιν θαηαλνκήο πόξσλ, αλαθεξόκελν ζην επίπεδν δηαζηξσκάησζεο, πνπ ελζσκαηώλεη 

κηα θαηλνηόκν πξνζέγγηζε ειαρηζηνπνίεζεο ηεο ζπλνιηθήο εθπεκπόκελεο ηζρύνο. Η 

πξνηεηλόκελε κεζνδνινγία βαζίδεηαη ζε αλεμάξηεηε θσδηθνπνίεζε πιεξνθνξηώλ, γηα ηνλ 

πξνζδηνξηζκό κηαο βαζηθήο ζπλάξηεζεο πνπ πεξηγξάθεη ηνλ ηξόπν δηαρείξηζεο ηζρύνο θαη 

πιεξνθνξηώλ ηνπ ζπζηήκαηνο. Η ζπληζηώκελε ζπλάξηεζε απνδίδεη κηθξόηεξεο 

ππνβαζκίζεηο ηνπ ξπζκνύ απόδνζεο θαη αλαβαζκίζεηο ηεο ηζρύνο (PBL), ζε ζρέζε ηηο 

ππάξρνπζεο πξνζεγγίζεηο, εηδηθόηεξα γηα ηηο πεξηπηώζεηο θαλαιηώλ κε πςειή αβεβαηόηεηα. 
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Αθεηέξνπ, δηεξεπλνύκε ηελ ζπζρέηηζε κεηαμύ ηεο απόδνζεο ηζρύνο, ηεο εγγύεζεο 

παξνρήο ππεξεζηώλ θαη ηεο δίθαηεο θαηαλνκήο ησλ πόξσλ γηα ιεηηνπξγία δηθηύσλ ζε 

πξαγκαηηθό ρξόλν κε ηε ρξήζε αζπκκεηξηθήο ιύζεο δηαπξαγκάηεπζεο ηνπ Nash (Α-NBS) 

γηα παίγληα δηθηύσλ κε αηειή θαλάιηα. Πξνηείλνπκε ηελ πξώηε πνιηηηθή βειηηζηνπνίεζεο 

ηεο απόδνζεο ηνπ ζπζηήκαηνο, ζε κνξθή ηειηθώλ εμηζώζεσλ, ε νπνία αλαθέξεηαη ζην 

επίπεδν δηαζηξσκάησζεο θαη βαζίδεηαη ζην NBS ειέγρνπ ηζρύνο θαη θαηαλνκήο 

ππνθαλαιηώλ. Η πξνηεηλόκελε πνιηηηθή είλαη αλεμάξηεηε από κεραληζκνύο αλαδήηεζεο ησλ 

πνιιαπιαζηαζηώλ Lagrange κεηώλνληαο έηζη ζεκαληηθά ηελ πνιππινθόηεηα ηνπ ζπζηήκαηνο 

ζε ζύγθξηζε κε ηηο ππάξρνπζεο πξνζεγγίζεηο. 

Τξίηνλ, εζηηάδνπκε ζε επθπείο θαηαλνκέο θάζκαηνο γλσζηαθώλ δηθηύσλ (Cognitive 

Radio) (CR) γηα λα παξνπζηάζνπκε ην πξώην δηαζηξσκαηηθό κνληέιν ζπκκεηξηθήο ιύζεο 

δηαπξαγκάηεπζεο ηνπ Nash (S-NBS)  γηα παηγληνζεσξεηηθά CR δίθηπα κε αηειή θαλάιηα. Η 

πξόηαζή καο εγγπάηαη απνδνηηθή θαη δίθαηε θαηά S-NBS θαηαλνκή ησλ δπλακηθά 

δηαζέζηκσλ πόξσλ ζην CR δίθηπν κε γξήγνξε ζύγθιηζε ησλ απνηειεζκάησλ ζε Pareto 

βέιηηζηα ηζνδύγηα. Επίζεο, επηηπγράλνπκε απμεκέλε αμηνπηζηία παξνρήο ππεξεζηώλ 

πεξηιακβάλνληαο θαλόλεο γηα ηελ απαινηθή παξεκβνιώλ κεηαμύ πξσηεπόλησλ θαη 

δεπηεξεπόλησλ ρξεζηώλ. 

Η δηδαθηνξηθή δηαηξηβή παξνπζηάδεη επίζεο εθηελείο πξνζνκνηώζεηο αλαθεξόκελεο 

ζε πνηθίια πξαθηηθά ζελάξηα ηα νπνία θαηαδεηθλύνπλ ηελ αλώηεξε απόδνζε ησλ πξνηάζεώλ 

καο έλαληη ζρεηηθώλ κειεηώλ. Χάξε ζην θηιηθό πξνο ην πεξηβάιινλ ηνπο ραξαθηήξα, ηελ 

πξαθηηθόηεηα θαη ηε ρακειή ηνπο πνιππινθόηεηά, ηα πξνηεηλόκελα κνληέια κπνξνύλ λα 

ελζσκαησζνύλ ζε θαηλνύξγηα πξσηόθνιια πνπ είλαη ππνςεθία γηα λα ρξεζηκνπνηεζνύλ ζε 

δίθηπα επόκελεο γελεάο. 
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Chapter 1                                                               

Introduction 

Ubiquitous internet has produced a plurality of strong demands for advanced 

telecommunications engineering. Future wireless access is visualized as broadband and high-

speed in network structures tailored to support reliable Quality of Service (QoS) for numerous 

multimedia applications. Given that current technologies [1], [2], [3], [4], [5] could only 

partially satisfy such prospects [6] the research community is called to deliver solid solutions 

in alliance with the environmental-friendly character of our days. 

1.1 Significance of the Thesis 

The reliability of a network is perceived via its provided QoS support to various mobile users. 

A challenge is posted since multimedia applications of individual users have diverse 

characteristics in terms of Physical (PHY) measures such as target bandwidth, delay, and 

packet loss rate [7]. Given that limited energy resources are becoming serious concern 

worldwide, modern networking also seeks for better power efficiency; reducing the 

transmitting power saves electrical energy of mobile devices and decreases the level of 

radiation offering healthy environments to users. Several studies [8], [9], [10] recognize that 

the trade-off between QoS support and power efficiency can be addressed by opportunistic 

scheduling of the wireless resources using effective multiple access technologies such as 

Orthogonal Frequency Division Multiple Access (OFDMA) [11], [12]. Although current 

research efforts, there are several open issues to be investigated. 
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Resource management in OFDMA systems is essentially a Medium Access Control 

(MAC) layer problem. This feature encourages performing optimal scheduling on a per-layer 

basis considering only PHY layer dynamics [13], [14], [15], [16], [17]. However, without 

knowing the Queue State Information (QSI) from transport and network layers, each user's 

specific QoS cannot be always guaranteed [18]. To bypass such issues, the cross-layer 

architecting [19] can be adopted to involve both PHY and higher-layer parameters in the 

resource scheduling process. Nevertheless, most recent efforts in cross-layer design undertake 

that homogeneous QSI and perfect channel conditions are available [20], [21], [22], [23], 

[24], [25], [26]. Such considerations are far from reality, where users are instead 

heterogeneous and channel is imperfect. In fact, wireless transmissions are often quite 

damaged [27], [28] due to noisy channels with sophisticated time-varying dynamic effects 

such as imperfect Channel State Information (CSI), multipath delay spread, deep fading, Inter 

Symbol Interference (ISI) and Doppler spread. Accounting such channel imperfections in new 

proposals contributes more convenient designs with actual improvements of the transmitting 

power. Furthermore, new research topics focus on the efficient exploitation of diversity 

phenomena in multi-user multi-carrier systems to further enhance systems’ performance. 

Along this research direction, we initially propose a centralized power-efficient 

scheme to provide heterogeneous QoS support for opportunistic OFDMA downlink networks. 

We approach the problem from the cross-layer perspective utilizing both information [29] and 

queuing [30] theories to adjust the PHY and MAC layer dynamics. The significances of this 

research part lay on an estimation process for imperfect multipath channels and on an 

innovative methodology that delivers an energy-effective Power-Bit-Loading (PBL) process 

with high resilience to channel uncertainties. To describe the heterogeneous QoS 

requirements of each user at the cross-layer, we also introduce an advanced optimal strategy 

that expresses the traffic rate of each user at the higher-layers into equivalent rate at the PHY 

layer. We demonstrate that our scheme has high resilience to channel errors and it 

significantly outperforms relevant proposals in terms of power consumption and QoS 

provision.  
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Another technically challenging topic in modern networking is the trade-off between 

fairness and throughput/power efficiency. Simply optimizing the resource scheduling 

efficiency may tend to over-allocate resources to some users with good channel conditions, 

but starve some other users with bad channel conditions leading to disadvantageous 

unfairness. In addition, with limited available radio resources, increasing system’s throughput 

efficiency and maintaining fairness are usually conflicting with each other [31], [32] leading 

to a natural trade-off between these two performance measures. The challenge lies on the 

balance between resource scheduling efficiency, QoS guarantee and fairness provision. A 

tangible metric is offered in utility theory [33], where such trade-offs can be mapped onto 

different shapes of utility functions. Based on either non-cooperative [34], [35], [36] or 

cooperative game-theoretic strategies [37], [38], [39] utility theory provides a means to 

formulate the gain of a quality measurement when certain resources are assigned to a user 

[33]. In non-cooperative strategies fairness is concerned in conjunction with efficiency 

frequently causing Nash equilibrium [40] issues that lower the system’s performance as 

compared to cooperative game-theoretical approaches [37], [41]. Therefore, recent viewpoints 

believe that cooperative game theory is more suitable for cross-layer resource allocation, 

where Nash Bargaining Solution (NBS) [40] is one promising candidate. However, current 

research on NBS for cross-layer systems is still at very early stage providing solutions using 

graphic and numerical methods [37], [39], [42], [43] mainly due to the recursive origin of the 

NBS problem [44]. 

Besides fair and efficient resource scheduling, real-time QoS provision is essential to 

be considered as fundamental demand in modern networking. Real-time service occurs when 

the resource allocation process operates successfully in less time than the transmission’s cycle 

duration. Exceeding the time limits causes major delays to the system users. Hence, major 

concern must be given to the implementation complexity of the scheduling policies that can 

be categorised to iteration-dependent and iteration-independent. Iteration-dependent schemes 

operate by computing their online policies on the primary definition of any extra optimization 

variables, e.g., Lagrangian multipliers. Calculating these variables involves offline 

mechanisms that solve non-linear equations using root-finding methods [45], [46]. Therefore, 

the ability for real-time service in such schemes is depended on the effectiveness and 

convergence of their root-finding algorithms. Several iteration-dependent proposals [20]- 
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[26], [34] - [43] often report linear complexity, which is only seemingly correct since offline 

parts have been disregarded. In contrary, iteration-independent schemes are tailored to 

compute their online policies concurrent with the extra optimization variables promising more 

convenient real-time operation. Nevertheless, developments in this direction are particularly 

narrow since ordinary cross-layer design scopes do not favour iteration-independent policies. 

Especially when NBS is adopted, transformations of Non-deterministic Polynomial-time (NP) 

problems into convex are either infeasible or imprecise obliging to only numerical solutions. 

In the second research part of this Thesis, we aim to inspect the above issues and to 

suggest solid analytical solutions. We utilize information [29], queuing [30], number [44] and 

game [41], [47] theories to propose a game theoretical and iteration-independent cross-layer 

scheme for OFDMA networks. Our design considers pragmatic conditions in terms of 

imperfect channel, packet outage, heterogeneous QoS demands and various users’ payoffs. 

The first significance of this research part is our new scope on the design of PBL objectives 

that fully comply with the Symmetric-NBS (S-NBS) and the Asymmetric-NBS (A-NBS) 

fairness Axioms [40], [41] in terms of both power and channel allocation. A second impact of 

this research part is our technique that transforms game-theoretic NP-hard cross-layer 

problems into equivalent convex optimization problems, making feasible to derive iteration-

independent solutions via analysis. The third significance of this research part is our 

innovative methodology that provides analytical solutions by means of final formulas, to the 

transcendental algebraic equations tailed by the recursive origin of the NBS problem [44]. 

Our proposals address several issues on the trade-off between scheduling efficiency, QoS 

guarantee and weighted fairness provision by also guaranteeing rapid convergence to Pareto 

optimal equilibriums.   
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We have not so far considered in our designs the enabling Cognitive Radio (CR) 

technology, which promises to overcome the problem of spectrum scarcity caused by the 

current way of fixed spectrum allocation [12], [48], [49]. In CRs, users are able to 

intelligently detect and utilize spectrum holes, so-called white spaces, that are temporarily 

unused by licensed Primary Users (PUs). One key issue is the effective scheduling of these 

dynamically available resources without interfering potential communications from PUs and 

with simultaneous QoS provision to CR users, so-called Secondary Users (SUs). In particular, 

interference elimination can be achieved through considering Signal-to-Interference-plus-

Noise Ratio (SINR) rules on predefined power thresholds for both SUs and PUs. 

Nevertheless, bearing such SINR rules usually results into reduction of the spectrum’s white 

spaces due to large power thresholds or increased QoS requirements of some PUs. Hence, the 

QoS of SUs could be tremendously degraded and a critical topic arises regarding resource 

fairness regulations between SUs and PUs. Although CR systems have recently received great 

attention [37], [38], [39], [42], [43], [50], [51], [52], [53], [54], [55] only few research efforts 

propose analytical solutions on the NBS allocation of power [37], [42], [43], while numerical 

proposals dominate. However, power control itself cannot definitely meet the full QoS and 

fairness requirements, where those diverse requirements are needed to be considered in the 

optimization problem formulation. Our viewpoint is that analytical NBS-based strategies of 

both power and channel assignments can address several fairness and performance issues in 

CR networks. 

In the third part of this Thesis, we utilize information [29], number [45] queuing [30] 

and game [41], [47] theories to address the above issues by proposing a NBS-based cross-

layer scheme for CR systems. The significance of this research part is that we introduce the 

first analytical and joint channel and transmitting power allocation policy for CR networks in 

fully compliance to the S-NBS Axioms. Our policy boosts the overall system efficiency by 

exploiting multi-user diversity [14], [23] and it is implemented with iteration-independent 

algorithms thanks to our previously mentioned research efforts. 
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1.2 Contributions & Novelties of the Thesis  

This Thesis solves four resource allocation problems by introducing intelligent schemes to 

enhance system performance with minimal complexities. We theoretically discuss the 

contributions and highlight the novelties of our proposals as follows. 

●   Power-Efficient Cross-Layer Design - As modern networking aims to guarantee various 

QoS characteristics with low power consumption, we propose an opportunistic power-

efficient resource scheduler to provide heterogeneous QoS support for OFDMA downlink 

networks. In particular, we firstly describe the structure of the imperfect channel and 

introduce a robust Minimum Mean Square Error (MMSE) channel estimation process. A 

notable contribution is that in our MMSE estimation the channel error covariance matrix is 

not a scalar multiple of the identity matrix, in contrary to the mean feedback model adopted 

by the related work in [17], [24], [56], [57], [58]. In other words, our MMSE estimation does 

not satisfy the assumptions of sphericity [59] but it estimates based on a non-sphericity 

pattern meaning that the estimation errors among each user’s OFDMA sub-channels, so-

called subcarriers, are independent but not identically distributed; as shown in the single-user 

OFDM case studied in [16], such estimation patterns can provide decent resilience 

performance to CSI errors. In addition, when being applied to our multi-user scenario our 

estimation process results in asymptotically efficient performance, which also contributes to 

increase power efficiency. 

Furthermore, we rely on independent bit-encoding and introduce a methodology to 

express the effective throughput of each user under potential packet outage and estimated 

CSI. Another significant contribution is that our methodology substantially improves the 

power consumption due to a key theoretical difference from existing approaches [13], [14], 

[17], [20], [23], [24], [56], [57], [58], [60]; accounting that the estimated channel gain is 

Circularly Symmetric Complex Gaussian (CSCG) distributed and that the actual absolute 

channel gain squared is a chi-squared non-central variable, we firstly express the Probability 

Density Function (PDF) of the maximum capacity to define the throughput policy in terms of 

estimated CSI and channel outage. Then we compute the throughput policy through a series 

expansion and observe that it can be approximated by a Gaussian PDF. Based on this PDF, 
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we define a PBL function that signifies the maximum achievable throughput for error-free 

transmissions. A key advantage of our PBL function is that its utility dynamics have low-pace 

growth ratio to variations of the outage probability and the MMSE variance meaning that our 

function induces slow throughput degradations with notably small decay rate. In contrary, the 

methodologies followed in [13], [14], [17], [20], [23], [24], [56], [57], [58], [60] deliver the 

so-called goodput-rate. As we discuss later, the goodput-rate dynamics are highly sensitive to 

escalations of the outage probability and the MMSE variance inducing rapid goodput-rate 

degradations. Also, goodput-rate is always less than the actual capacity since the amount of 

packet overhead depends on the application protocol stack hence, some resources are wasted. 

In continue we use our PBL function as optimization objective to formulate an NP-

hard cross-layer problem, aiming to minimize the system’s transmitting power subject to 

heterogeneous QoS, packet outage, channel and transmitting power allocation rules. A major 

contribution is that it is the first work that considers minimizing the system’s transmitting 

power under such constraints. We then transform the QoS rules into equivalent cross-layer 

throughput constraints by developing a Memoryless/General/Single-Server (M/G/1) [59] 

queuing system. In our queuing system the service provided by all subcarriers of each user is 

a server with service rate according to the system’s dynamics at the PHY and higher layers 

and to the user’s buffer status. Different from approaches with simple delay-optimal policies 

[27], [61], [62], [63], [64], [65], [66], [67] we contribute by proposing an advanced cross-

layer strategy to account heterogeneous delay and arrival rate requirements of each of the 

various users. 

Furthermore, we introduce variable relaxation in terms of time-sharing subcarrier 

factors that indicate the fractions of time where a user occupies the subcarriers. Through this 

feature, we can transform the NP-hard problem into a convex optimization problem 

determined over a feasible convex set that satisfies the equivalent cross-layer constraints. We 

utilize convex optimization and derive the optimal solutions via explicit analysis based on the 

Lagrangian technique. Another important contribution of this research part is that our 

solution attains significantly improved power-efficiency from low to high channel 

imperfectness, by achieving similar throughput gains due to multi-user and multi-carrier 

diversities phenomena with the same computational complexity to relevant approaches. 

Finally, we experimentally address the impact of opportunistic scheduling on heterogeneous 
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QoS provision in terms of average system throughput, resilience to imperfect channel in the 

PHY and packet average throughput, packet maximum delay and packet arrival rate in the 

MAC layers. 

The key novelties of the first research part of this Thesis are summarised as follows. 

  Design of MMSE estimation process: We propose a MMSE estimator that performs 

estimations relying on a non-sphericity pattern. In contrary to the mean feedback model 

adopted by the related work in [17], [24], [56], [57], [58] our estimation approach provides 

decent resilience performance to CSI errors and results in asymptotically efficient 

performance to the multi-user system. 

  Design of power-efficient cross-layer framework: This is the first approach by introducing 

power minimization as optimization objective into the cross-layer OFDMA design with 

heterogeneous QoS requirements and packet outage. To the best of our knowledge, cross-

layer power minimization problems have not been introduced yet. 

  Methodology on the formation of power-efficient PBL process with respect to CSIT errors 

and packet outage: It is the first work that introduces a novel methodology on the design of a 

PBL function that induces notably smaller throughput degradation and/or power ascents than 

commonly used capacity-based approaches. This new feature brings significant improvements 

to systems’ power efficiency due to its increased resilience to CSIT errors. 

  Methodology on the support of users' heterogeneity: In this study, the simple delay-optimal 

policies are extended to an advanced optimal strategy, which accounts both users’ 

heterogeneous delays and arrival rates. To the best of our knowledge, relevant approaches in 

the literature either consider homogeneous QoS, i.e., [10], [21], [23], [27] [61] or develop 

queuing models that express the heterogeneous QoS parameters less accurate than our 

proposal in terms of convex cross-layer constraints [19], [24], [56]. 
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●   Game-Theoretic Cross-Layer Design - As the trade-off between resource efficiency, real-

time QoS guarantee and fairness provision is still in early stage, we focus on designing cross-

layer scheme that converges rapidly to Pareto optimal solutions. In particular, we propose 

iteration-independent and NBS oriented optimal network operation under packet outage, 

imperfect channel and heterogeneous QoS considerations with price rules for users’ various 

payoffs. We initially contribute by proposing a new PBL function to represent the users’ 

satisfaction accounting the exact effective throughput of each user based on the A-NBS as 

perceived by the cross-layer of the OFDMA system according to PHY and MAC layer 

parameters. We prove that our new PBL process is in fully compliance with the A-NBS of 

both power and subcarrier allocation and also meets the metric of weighted proportional 

fairness of resource sharing. 

It is widely admitted that one significant advantage of NBS over other fairness 

concepts, such as Max-Min (M-M), is that NBS is a natural framework that allows defining 

fair resource assignments between applications with different concave utilities. Based on that 

fact, we track time-sharing variable transformations and adopt our M/G/1 queuing model to 

formulate a convex cross-layer problem constrained over packet outage, channel, power, 

heterogeneous QoS and payoff rules. We contribute by introducing a new approach for 

solving such cross-layer problems on a completely different basis than existing methodologies 

[18], [23], [24], [25], [37], [42], [43], [56], [68], [69]. The rational of our scope is that upon 

applying time-sharing among subcarriers, the optimal A-NBS-based subcarrier time-sharing 

factors would be real numbers that indicate the faction of time each subcarrier requires to 

transmit the amount of information. Hence, we initially perform uniform transmitting power 

allocation assigning that way an even amount of information on each subcarrier time-sharing 

factor. We then apply convex optimization to define each subcarrier’s optimal time-sharing 

factor that clarifies each subcarrier’s conditions. For example, subcarriers in good conditions 

would require less time to transfer the same amount of information of each user (small 

optimal subcarrier time-sharing factor) than subcarriers in bad conditions (large optimal 

subcarrier time-sharing factor). At the same time we derive the optimal transmitting powers 

of the corresponding optimal subcarrier time-sharing factors. At this point, instead of 

performing resource allocation based on the subcarrier with the best channel conditions as in 

the traditional approach, we have to opportunity to further improve system’s power efficiency 
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by allocating the resources relying on the subcarriers with the minimum optimal power. With 

that way, we can finally define a joint optimal subcarrier and transmitting power allocation 

policy, which is not only independent of iterative mechanisms but also power efficient. We 

show that our introduced methodology reduces system’s complexity from phenomenal linear 

to actually linear meaning that the proposed scheme literally supports real-time service 

provision in the OFDMA network. 

A significant difficulty of this research part is that upon utilizing convex optimization 

the logarithmic origin of the NBS involves equations with recursive relations between their 

optimization variables.  In other words, the optimal solutions cannot be straightforward 

defined as transcendental algebraic equations intervene in many phases of the optimization 

process. It is well-known that deriving the exact roots of transcendental algebraic equations is 

a difficult generalised problem, which frequently is not solved analytically. Especially in NBS 

oriented cross-layer optimization all the proposed methods derive graphic or numerical 

solutions of such equations. Nevertheless, we contribute by proposing an innovative and 

intelligent technique to derive the analytical solutions for transcendental algebraic equations 

entailed by the NBS-oriented optimization cross-layer problems.  

In sum, this research part proposes the first NBS-based iteration-independent 

scheduling policy by means of final formulas and in fully compliance with the A-NBS of both 

power and subcarrier allocation. We study the accuracy of our policy demonstrating that we 

achieve high optimality level in contrary to many other approaches that derive solutions far 

from the actual ones. In addition, for the clarifications of our comparisons we solve the A-

NBS problem via the dual decomposition method [59] to further demonstrate the accuracy 

and reduced complexity of our solution. 

The key novelties of the second research part of this Thesis are summarised as 

follows. 

  Methodology on power-efficient designs for iteration-independent cross-layer scheduling 

schemes: It is the first work that proposes a novel methodology to derive optimal power-

efficient scheduling operation for joint power and subcarrier cross-layer allocation. Our 

policy has factually linear complexity and converges rapidly to Pareto optimal equilibriums 

without requiring iterative mechanisms. The ordinary methodology, literally adopted by all 
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relevant approaches, result to iteration-dependent strategies without improving the system’s 

power efficiency [18], [23], [24], [25], [37], [42], [43], [56], [68], [69]. 

  Design of convex NBS oriented cross-layer schemes with channel uncertainty: This is the 

first cross-layer design to introduce the A-NBS rules into convex optimization problems 

along with imperfect channel and packet outage considerations. To the best of our knowledge, 

relevant game-theoretic studies consider perfect CSI available at the BS or have been 

developed on single-layer architectures [69], [70], [71], [72], [73], [74], [75], [76], [68], [77], 

[78], [70], [79], [80], [81], [82], [83]. 

  Methodology on the formulation of actual A-NBS rules in PBL functions: It is the first work 

that introduces PBL functions to represent users’ satisfaction relying on the effective 

throughput of each user, which is in fully compliance with the A-NBS of both power and 

subcarrier allocation. To the best of our knowledge, the only relevant work is our study in 

[84] that embraces the S-NBS property, while all other approaches describe the effective 

throughput of each user under the S-NBS of transmitting power allocation only. 

  Methodology on optimal solutions by means of final formulas for game-theoretic schemes: 

It is the first solution methodology to consider closed-form analysis in terms of convex 

optimization involving new techniques for the solution transcendental algebraic equations 

entailed by A-NBS-oriented optimization problems. Relevant studies are far from supporting 

sufficient analysis proposing either graphic or numerical solutions [71], [72], [73], [74], [75], 

[76], [68], [77], [78], [70], [79], [80], [81], [82], [83]. 
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●   Game Theoretic Cross-Layer Design for Cognitive Radios - As NBS-based scenarios in 

CR systems can mitigate the impending spectrum scarcity problem by maintaining fair and 

opportunistic access to white spaces, we introduce the first game-theoretical cross-layer 

scheme with joint channel and transmitting power allocation optimal policy for CR networks. 

More precisely, we consider a prototype OFDMA system with imperfect channel to establish 

the primary policies on channel, power and throughput allocation. We maintain the 

communication quality of SUs and protect the potential transmissions of PUs, by denoting 

QoS and interference elimination regulations based on the SINR of each SU and PU. We 

firstly contribute by expressing our CR regulations in relation with the primary policies of the 

OFDMA system by means of power thresholds. In addition, apart from other CR studies 

where such regulations are expressed via power-unrelated utilities [52], [53], we contribute by 

coupling the control decisions of all users in QoS and interference power constraints and 

properly transforming them into pricing terms in SINR and QoS-based utility functions. We 

will see later that such expressions facilitate the transformation and convexity of the 

optimization problem as well as the global convergence of our optimal solutions. 

Furthermore, we rely on the S-NBS theorem to define a PBL utility function that 

maintains the throughput of the CR network as perceived by the MAC layer of the OFDMA 

system according to PHY layer parameters. Although relevant works propose capacity-related 

expressions for the utility function for Non-cooperative Power Control Games (NPCGs) [52], 

[53], [54], [55] or cooperative games for power control [37], [42], [43], we contribute further 

by proposing a proper PBL utility function that not only reflects the network spectrum 

utilization efficiency but also facilitates the implementation of joint power and channel 

control algorithms. Our utility PBL function describes the actual CR throughput in fully 

compliance with the Axioms of S-NBS of both power and channel allocation employing a 

capacity-related expression that comforts the optimization problem in terms of convexity and 

global convergence. 

Moreover, we describe our modelling through a mixed combinatorial problem that 

targets to maximize CR system’s throughput subject to several system constraints. Adopting 

time-sharing variable transformation we then formulate an equivalent convex optimization 

problem and derive analytical optimal policies via our power-efficient solution methodology 

for NBS games. In contrary with all other relative studies, we examine the validity of our 
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solutions as there may be instances, where the determined convex set may be zero. The reason 

is that the cross-layer constraints for transmission interference are power-driven and 

frequently contradict each other. Hence, we contribute by introducing a feasibility condition 

that shows the region, where CR-based optimization problems are valid. The major 

contribution of this research part is that not only our CR optimal resource allocation is the 

first that embraces the NBS Axioms but also it is iteration-independent and guarantees 

convergence to Pareto optimal equilibriums. In contrary some few resent cooperative game-

theoretical studies [37], [42] [52], [53], [54], [55] provide analytical solutions regardless NBS 

or propose NBS-based solutions by only concerning optimal power control and not channel 

assignment [43]. Simulation results reveal the superiority of the proposed optimal scheduling 

over relevant approaches in terms of throughput performance, power consumption, fairness 

provision, computational complexity and optimality level. 

The key novelties of the fourth research part of this Thesis are summarised as follows. 

  Adaptation of CR and OFDMA regulations into equivalent convex constraints: In this 

work, we express the CR and OFDMA system rules by means of power-related utilities that 

can be transformed into pricing terms in a SINR and QoS-based utility function. In contrary 

to relevant studies, where such regulations are expressed via power-unrelated utilities [52], 

[53], [54], [55] we achieve convexity of the optimization problem and ensure global 

convergence of our optimal solutions. 

  Design on cross-layer S-NBS-based game-theoretic schemes for CR systems: It is the first 

work that introduces joint channel and transmitting power allocation designs for CR systems 

in fully compliance with the Nash bargaining Axioms. As discussed previously, relevant 

approaches in CR networks have only considered single-layer structures with cooperative 

game-theoretical allocation of power [37], [42], [43], [52], [53], [54], [55]. 

  Methodology on analytical and iteration-dependent solutions for S-NBS based resource 

scheduling in CR systems: It is the first work that proposes closed-form analytical solutions 

for joint optimal resource allocation in game-theoretic CR systems. To the best of our 

knowledge, many studies in the CR literature [38], [39], [50], [51], [52], [53], [54], [55] 
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propose numerical or graphical solutions, while very few resent works [37], [42], [43] provide 

analytical iteration-dependent cooperative game-theoretical solutions in partial compliment 

with the S-NBS Axioms of channel allocation. In contrary, not only we introduce analytical 

optimal solutions for joint power and channel allocation through convex optimization but also 

our solutions are iteration-independent guaranteeing real-time QoS provision to the SUs and 

contributing to increase the reliability of CR network. 

1.3 Author’s Publications 
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1) C. C. Zarakovitis and Q. Ni, "Nash Bargaining Game Theoretic Scheduling for Joint 
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81, 2012. 

2) C. C. Zarakovitis, Q. Ni, D. Skordoulis and M. G. Hadjinicolaou, “Power-Efficient 

Cross-Layer Design for OFDMA Systems with Heterogeneous QoS, Imperfect CSI and 
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10.1109/TVT.2011.2179817, 2011. 
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Systems with Heterogeneous QoS and Partial CSIT”, SED Research Conference, p.p. 

86-92, June 2009. 
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Single-Cell OFDMA Systems with Heterogeneous QoS and Partial CSIT”, SED 
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Cross-Layer Design for Resource Allocation in Heterogeneous OFDMA Network”, IET 
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1.4 Outline of the Thesis 

In Chapter 1 we introduced the significance of the Thesis among related studies in the 

literature. In addition, we overviewed the contributions and novelties of our proposals by also 

providing the author’s publications list. 

The rest of the Thesis is organized as follows. 
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●  Chapter 2 presents background knowledge regarding contemporary methodologies for 

resource allocation architectures, spectrum-sharing technologies and game theoretic 

strategies as well as on convex optimization in engineering accounting recent material in 

the literature. 

●  Chapter 3 introduces the design of a power-efficient cross-layer scheme for resource 

scheduling in OFDMA systems. The chapter includes system modelling, imperfect 

channel modelling, channel estimation modelling and analysis, formulation of the PBL 

process with specifications, transformation of system constraints into cross-layer 

constraints, formulation of cross-layer convex optimization problem, optimal solutions 

with detailed analysis, specifications on the functionality of the optimal policy,  

extended simulation results and Appendix A. 

●  Chapter 4 proposes a game theoretic cross-layer design for A-NBS-based resource 

allocation scheduling in OFDMA systems. The chapter includes system modelling, 

imperfect channel modelling, formulation of the PBL process with specifications, 

transformation of system constraints into cross-layer constraints, formulation of cross-

layer convex optimization problem, analytical methodology for iteration-independent 

and power efficient cross-layer designs, optimal solutions, specifications on the 

functionality of the optimal policy,  extended simulations and Appendix B. 

●  Chapter 5 presents a game theoretic cross-layer design for S-NBS-based resource 

scheduling in CR systems with OFDMA spectrum-sharing. The chapter includes system 

modelling, imperfect channel modelling, definition of power-driven transmission 

cancelation CR regulations, formulation of the PBL process with specifications, 

transformation of system constraints into cross-layer constraints, formulation of cross-

layer convex optimization problem, methodology for iteration-independent and power 

efficient cross-layer designs, optimal solutions with detailed analysis, specifications on 

the functionality of the optimal policy,  extended simulation results and Appendix C. 
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Chapter 2                                                                   

Background Knowledge 

Before presenting our proposals, we shall firstly inspect some basic background knowledge 

on protocol architectures, spectrum-sharing technologies and game theoretic strategies as well 

as on convex optimization in engineering problems accounting recent material in the 

literature. Such inspection helps for appropriate presenting the features of our proposals. 

2.1 Protocol Architectures 

In contrary to wire-line technology, wireless systems have restricted physical resources since 

the frequency spectrum, so-called bandwidth, is limited. This major constraint creates an 

increasingly critical aspect on the network’s performance optimization, which is substantially 

depended on the considered architecture of the resource allocation scheme. 

The Open System Interconnection (OSI) [59] network model defines a hierarchy of 

functionalities and services provision by dividing the overall networking task into seven 

individual layers. The provided services are realized through protocol designs, so-called 

schemes, for the different layers. Schemes can involve either per-layer or cross-layer 

optimization. In per-layer optimization, higher-layer schemes ensure the services at the lower 

layers with no concern about the way these services are being provided. In cross-layer 

optimization, the OSI structure is violated implicating that direct communication between 

schemes is allowed at non-adjacent layers or sharing variables between layers. 

The presence of wireless links in the network motivates the researcher to focus on 

scheme architectures involving cross-layer optimization for three main reasons. The first 

reason is that wireless links create several new problems for scheme designs that cannot be 

handled well in the framework of the layered architectures, e.g., valuing the packet error rate 
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on a wireless link [85]. The second reason is that wireless networks offer several avenues for 

opportunistic communication that cannot be exploited sufficiently in a strictly layered design.  

 For example, the time-varying link quality allows opportunistic usage of the channel, 

whereby the transmission parameters can be dynamically adjusted according to the variations 

in the channel quality [86]. The third reason is that wireless medium offers some new 

modalities of communication the layered architectures do not accommodate, e.g., the physical 

layer can be made capable of simultaneous reception of multiple packets [87]. 

However, breaking up the layered structure of the networking stack may also have 

negative consequences in terms of compatibility issues and resulting performance. In 

particular, cross-layer coordination schemes can introduce dependency relations and 

unintended interactions [88]. In some situations, adaption mechanisms in different layers start 

working in contradiction of each other, leading to worse practical performance than in a 

  

Figure 2.1 - The classes of cross-layer design in relation with the OSI layer model. 
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layered network. Such malfunctions can be avoided by choosing an effective and stable 

method of cross-layer scheme architecture [19], [89]. 

 Cross-layer architecture methods can rely on the creation of new interfaces utilized 

for information sharing between the layers at runtime [85] or by involving coupling between 

two or more layers at design time without creating any extra interfaces for information 

sharing at runtime [87]. In the latter case, new interfaces are absent and the architectural cost 

lays on the possibility of replacing one layer without making corresponding changes to 

another layer. Another way in which cross-layer scheme design proposals in the literature fit 

is with vertical calibration across layers, where the performance seen at the level of the 

application is a function of the parameters at all the layers below it [69]. The most promising 

so far unexplored [19] method among all relies on the design of two or more adjacent layers 

together such that the service provided by the new so-called super-layer is the union of the 

services provided by the constituent layers. To the best of our knowledge, proposal that 

explicitly creates a super-layer cannot be found in the literature. The classes of cross-layer 

design in relation with the OSI model are depicted and described in Figure 2.1. 

 

Figure 2.2 - Generic cross-layer scheduling model. 
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Yet it has recently been recognized that the collaborative design between the network, 

PHY and MAC layers tends to blur the boundary between these adjacent layers [19]. 

Improvements on the lifetime as well as the power consumption of the network system are 

also achieved by adjusting those layers in a cross-layer design. To explore the potential on the 

performance of contemporary resource allocation and packet scheduling, this Thesis focuses 

on the design of cross-layer schemes advocating the joint strategy of resource allocation 

mechanisms in network, PHY and MAC layers. The generic cross-layer scheduling model 

adopted in this Thesis is shown in Figure 2.2. 

2.2 Random Access Technologies 

Guaranteeing some form of diversity in time, frequency, space or coding, the performance of 

wireless communications over fading channels can be extensively improved. Leveraging on 

these carrier-multiplexing concepts, several random access technologies have been designed 

to control the users’ access to the radio resources. Such technologies are classified in 

contention-based and conflict-free MAC schemes [90]. In contention-based MAC schemes, 

competition between users occurs for the access of a common resource, resulting in possible 

conflicts that the schemes handle via static and dynamic contention resolution techniques, 

e.g., Aloha [91], Carrier Sense Multiple Access (CSMA) [92]. In conflict-free MAC schemes, 

a variety of access techniques is utilized ensuring the collision avoidance during 

transmissions and allowing to users the occupancy of a portion of the communications 

resource. Conflict-free schemes are based on Time Division Multiplexing (TDM), Frequency 

Division Multiplexing (FDM), Space Division Multiplexing (SDM) and Code Division 

Multiplexing (CDM) that define the concepts of dividing the wireless spectrum among the 

active users [93]. The corresponding to TDM, FDM, SDM and CDM random access 

technologies are known as Time Division Multiple Access (TDMA), Frequency Division 

Multiple Access (FDMA), Spatial Division Multiple Access (SDMA) and Spread-Spectrum 

(SS) based technologies, such as Code Division Multiple Access (CDMA), respectively. 

The idea of separating the channels into multiple subcarriers in FDM [93] makes 

FDMA the most straightforward random access technique among the aforementioned. The 

last decades have been formulated the principles of a more advanced multiple carrier 
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technology known as Orthogonal Frequency Division Multiplexing (OFDM) [93]. OFDM has 

been developed by the European Telecommunication Standards Institute Broadband Radio 

Access Network (ETSI BRAN) and the Multimedia Mobile Access Communications 

(MMAC). The comparative advantages of OFDM have been just recently evaluated and 

exploited. Random access technologies based on OFDM are known as OFDM-TDMA, 

OFDM-CDMA and OFDM-FDMA. From resource allocation point of view, OFDM-FDMA, 

so-called OFDMA, outperforms OFDM-TDMA and OFDM-CDMA in the un-coded and 

coded Bit-Error-Rate (BER) performance [14], [94]. This is because multiple channels in 

OFDMA systems naturally have the potential for more efficient MAC since subcarriers can be 

assigned to different users [95] and because OFDMA systems performance is improved by 

applying adaptive transmitting power allocation [14]. Today, OFDMA is the global standard 

for the band of 5 GHz and has been adopted in the standards of Digital Audio Broadcasting 

(DAB) [96], Digital Video Broadcasting (DVB) [97], Asymmetric Digital Subscriber Line 

(ADSL) [98], IEEE802.11a/g Wireless Fidelity (WiFi) [2], HIPERLAN/2 [3], 3G Long-Term 

Evolution (3G LTE) [4] and IEEE802.16 knows as Worldwide Interoperability for 

Microwave Access (WiMAX) [5]. 

Accounting the characteristics of pioneering random access technologies, this Thesis 

embraces the OFDMA technique for the design of resource allocation and packet scheduling 

schemes between MAC and PHY layers. To further validate the benefits of OFDMA 

technology and to keep consistency of the system model analysis introduced in this Thesis, 

we provide a microscopic view on the fundamental principles of OFDM in anachronism with 

other challenging technologies. 

2.2.1 Fundamental Principles of OFDM 

The primary advantage of OFDM over TDM, FDM, SDM and CDM is the combination of 

adaptive spectrum modulation and multiple accesses. OFDM is a special case of multi-carrier 

transmission, where the overall flow of information data is transmitted through a number of 

subcarriers each one having different transmission rate. Some of the subcarriers carry pilot 

symbols for measurement of the channel conditions. So, one main reason of using OFDM 



Chapter 2.  Background Knowledge                                                                                                     

22 

 

modulation is the effective way of managing the dissemination of information through 

multiple paths, which increases the resistance of the system against frequency selective fading 

and interference phenomena between neighbouring subcarriers transmission [99]. 

Multi-carrier modulation superimposes the single-carrier modulated waveforms that 

represent a sequence of bits. The transmitted signal is the summation of all the independent 

subcarriers of identical amplitude and central frequency. The number of bits on each 

subcarrier can be modulated based on encoding techniques as Quadrature Amplitude 

Modulation (QAM) or Phase Shift Keying (PSK). The conversion of the binary bits into, e.g., 

QAM values is achieved through applying interleaving. In contrast to FDM, the bit encoding 

in multi-carrier modulation can differ at every time slot. With this way, subcarriers abide 

minor attenuation and are less prone to noise hence, they transfer more bits of information 

maximizing system’s performance. In band-pass multipath communication channels, as Local 

Loop (LL) channels, occurs wide variation regarding signal attenuation and variable phase 

shift in frequency. In such channel configurations, multi-carrier modulation is optimal when 

the number of subcarriers is large.  

However, most initial efforts to implement such channel configurations did not have 

the desired results mainly because of the difficulty in maintaining equal spacing between 

subcarriers. Most recent efforts are successful due to the progress of the Digital Signal 

Processor (DSP), which can accurately synthesize the sum of modulated waveforms utilizing 

Fast Fourier Transform (FFT) and Inverse-FFT (IFFT) [100] for efficient calculation of the 

sum for large number of carriers at the signal modulation and demodulation process, 

respectively. To exploit the very low computational complexity of FFT, the number of 

subcarriers is used in the power of two. The number of subcarriers required to achieve 

maximum performance depends on the abruption of the channel transfer function in relation 

with the frequency. 

In a single-carrier system, a simple attenuation or interference can lead to failure of 

the entire transmission network. Conversely, in a multi-carrier system, only a small 

percentage of subcarriers will be affected. In a traditional parallel system, the frequency 

spectrum is divided into a number of non-overlapping fields, each one representing a 

subcarrier, which broadcasts a special symbol. These subcarriers are multiplexed in the 

frequency domain. By choosing non-overlapping spectrum fields, interference phenomena 
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between subcarriers transmission are avoided, however, the available spectrum is inefficiently 

exploited. 

 To address this problem, several multi-carrier technologies have been introduced, 

combining the parallel data stream and the FDM with overlapping subcarrier transmissions. In 

such cases, the data transmitted at the high transmission rate channel, are broadcasted on 

separate subcarriers with lower transmission rates. The data can be then multiplexed with 

appropriate methods to achieve more efficient use of the available bandwidth. In such multi-

carrier technologies, the overlapping subcarriers are placed in series so that using appropriate 

demodulator filters they can be easily distinguished by the receivers. However, such receivers 

use chronic controls, co-called guard-times, between different subcarriers in the frequency 

domain, which results in the available spectrum reduction. Spectrum is additionally reduced 

by interferences among the overlapping subcarriers. 

The solution to the above problems is given by originating the orthogonality principle 

between subcarriers in OFDM technology. The term orthogonality implies that there is a 

precise mathematical relationship between frequencies of different subcarriers in the system. 

Orthogonality implies that the placement of subcarriers is performed in such a way that band 

overlapping is achieved with simultaneous elimination of interference phenomena. Since 

OFDM exhibits these advantages, it has become subject of extensive research. 

In OFDM systems with parallel transmission, Discrete Fourier Transformation (DFT) 

is utilized as part of the modulation and demodulation process. As the central frequency of 

each subcarrier is not affected, the associated values based on the central frequency are 

calculated at the receiver via DFT hence, data are retrieved with no Inter Symbol Interference 

(ISI). ISI is also avoided for the reason that the receiver evaluates the OFDM signal at the 

points, where subcarriers have peak amplitude hence, demodulation is achieved without 

interference. At the peak amplitude of each subcarrier, the spectrum of all the other 

subcarriers is equal with zero. In addition, the spectrum of the OFDM signal matches the 

Nyquist criterion [101] for a free shape pulses with ISI cancelation. Therefore, when the 

maximum spectrum of a subcarrier interbreeds with the zeros of other subcarriers, Inter 

Carrier Interference (ICI) is also avoided. In case of imperfect channel, ICI, ISI as well as 

Inter Frame Interference (IFI) are totally suppressed through adding Cyclic Prefix (CP) ahead 

of each OFDM symbol. The CP length should be greater than expected delay spread, so that 
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the component of a frame of symbols transmitted from a subcarrier cannot interfere with the 

next frame. In case where multiple channel paths are involved during the reception or 

transmission each path has often time delays. To correct time delays low pass filters are used 

at the receiver. In addition, upon conversion from analogue to digital signal the digital signal 

process starts with a pilot process that helps to define and synchronize any frequency shift. 

The implementation of DFT so-called FFT [100] further enhances OFDM system 

performance. Low-cost, high-speed FFT chips are implemented through Very Large Scale 

Integration (VLSI) systems. In this way, both the transmitter and receiver use FFT and IFFT 

techniques by reducing the computational complexity of OFDM modulation and 

demodulation, respectively, from exponential to linear [101].  Figure 2.3 depicts a typical 

OFDM transceiver. 

 

Figure 2.3 - Block diagram of a typical OFDM transceiver. 
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2.3 Resource Allocation for OFDMA Wireless Systems 

In an OFDMA wireless network, the channel is divided into orthogonal narrowband 

subcarriers so, different subcarriers can be allocated to different users to provide a flexible 

multi-user access scheme and exploit multi-user diversity [95], [102]. The specific subset of 

subcarriers assigned to each of the system users and the powers transmitted on these 

subcarriers can be properly selected such that some performance metric of the OFDMA 

system is optimized. The abovementioned parameters, i.e., the subcarriers subsets and the 

transmitting powers are commonly called as the resource allocation parameters. The process 

of determining these parameters in order to optimize a certain performance metric is referred 

to as resource allocation. 

There are many ways to exploit the high degree of flexibility of radio resource 

management in the context of OFDMA. Since channel frequency responses are different at 

different frequencies and for different users, data rate adaptation over each subcarrier, 

Dynamic Subcarrier Assignment (DSA) and Adaptive Transmitting power allocation (APA) 

can significantly improve the performance of OFDMA networks. Using data rate adaptation 

[103], [104] the transmitter can send higher transmission rates over the subcarriers with better 

conditions so as to improve throughput and simultaneously to ensure an acceptable BER at 

each subcarrier. Despite the use of data rate adaptation, deep fading on some subcarriers still 

leads to low channel capacity. On the other hand, channel characteristics for different users 

are almost mutually independent in multi-user environments, e.g., subcarriers experiencing 

deep fading for one user may not be in a deep fade for other users. Therefore, each subcarrier 

could be in a good condition for some users in a multi-user OFDMA wireless network. 

Resource allocation issues and the achievable regions for multiple access and broadcast 

channels are investigated in [105] and [106], respectively, which prove that the largest data 

rate region is achieved when the same frequency range is shared with overlap by multiple 

users in broadcast channels. However, when optimal DSA with data rate adaptation is used, 

there is only a small range of frequency with overlapping power sharing [107]. Yet it has been 

shown that the combination of APA, DSA and data rate adaptation in joint optimal algorithms 

can achieve data transmission rates close to the channel capacity boundary [14], [108], [109], 

[110]. 
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Within this Thesis we focus on such joint optimal schemes over non-deterministic 

channels. Many works in the literature assume that channel coefficients are instead 

deterministic; from an information-theoretic perspective, this means that perfect CSI is 

considered to be available at the transmitter (CSIT). In practice, the latter assumption only 

holds if there is an error-free feedback link from each user to the Base Station (BS). Under the 

deterministic channels assumption, several performance metrics are used in the literature to 

optimize the selection of the resource allocation parameters, e.g., maximization of the sum 

rate, maximization of a weighted sum rate and minimization of the total transmitting power 

needed to satisfy all users’ rate requirements. For most of the aforementioned resource 

allocation problems, there is no simple way to find their respective optimal solution. Most of 

the existing works [14], [110], [111], [112] resorted to numerical approaches in order to 

compute suboptimal solution to the above resource allocation problems. 

Furthermore, many proposals are either based on ergodic or non-ergodic channel 

capacities. In ergodic channels the sequence of the channel coefficients for each user and each 

subcarrier is a random ergodic process meaning that the randomness of the channel gains can 

be averaged out (removed) over time. These models best fit the case of fast fading channels, 

i.e., channels whose coherence time is much smaller than the code-word duration [113], 

[105], [114]. On the other hand, very few works [115], [116] addressed the resource 

allocation problem in the case where the sequence of channel coefficients is modelled as a 

non-ergodic process. This model is best adapted to the case of slow fading channels, i.e., 

channels whose coherence time is much larger than the code-word duration. 

2.4 Game Theoretic Resource Allocation 

Game theory [41], [47], [117] is a discipline aimed at modelling situations in which decision 

makers have to make specific actions that have mutual, possibly conflicting, consequences. It 

has been used primarily in economics and adopted in politics, biology and engineering. The 

first notion of game theory was made in [118], while the NBS introduction brought significant 

additional contributions [40], the cornerstone of which is the famous Nash equilibrium. 

Recently, game theory has been also applied in networking and communications, 

where there exist a number of decision makers, called players who have potentially 
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conflicting interests. In the wireless networking context, game theory is the analysis of 

conflict and cooperation among intelligent rational players. A player can be either a user or 

network operator and is said to be rational if it makes decisions consistently in a pursuit of its 

own objectives. In a multi-player game, individuals make decisions that influence each other 

expected utility. The objective of game theory is how players can appropriate adjust their 

objectives to maximize their utilities and act according to their game strategies such as 

prisoner’s dilemma, matching pennies, joint packet forwarding games and multiple access 

games [41], [47]. 

In wireless networking, there are many types of game strategies; a game can be 

symmetric, where payoffs of players depend on the other strategies employed or asymmetric, 

meaning that payoffs depend on the requirements of each player. In addition, games can be 

either nonzero-sum, where players cooperate each other to increase their payoffs, e.g., 

prisoner’s dilemma, joint packet forwarding games and multiple access games, or zero-sum 

meaning that the gain of one player represents the loss of the other player, e.g., matching 

pennies games. Other types of game strategies can be considered either as static, where 

players have only a single move in an one time-step strategy, either as dynamic, where players 

have a set of moves during multiple time steps making their moves simultaneously without 

knowing what the other players do, or repeated, which is a subset of dynamic games, where 

players interact several times using a repeated strategy. Moreover, if all players know all the 

utility functions, then the game type is said to be with complete information, while if there is 

some information concerning the game that is not common knowledge, then the game is said 

to be with incomplete information, represented by Bayesian games [41]. In addition, when 

players aim to maximize their own utility then the game is said non-cooperative, while when 

players are allowed to form coalitions the game is said to be cooperative. 

Any game type can be defined in strategic form with the set of game strategies to 

constitute a strategic profile. Once the game is expressed in strategic form it can be solved by 

many solution concepts, which are predictions about what rational intelligent players should 

play in the game. There are two possible ways to analyse such games: the dominant and Nash 

equilibrium [41], [47]. The dominant analysis is the simplest way of solving game strategies 

and is distinguished into strict dominant, or iterated dominant. A strict dominant strategy is a 

fixed strategy a player follows regardless the strategies of other players and other strategies of 



Chapter 2.  Background Knowledge                                                                                                     

28 

 

its own that might be more dominant. However, strict dominant solutions are not resilient to 

system changes, frequently leading to high unfairness. On the other hand, in iterated dominant 

strategies are more convenient, where a player recognizes that other players have strictly 

dominated strategies acts accordingly. In addition, a broad class of games are characterized by 

the Nash equilibrium solution, which is a profile of strategies such that each player strategy is 

an optimal response to the other players’ strategies. Although any solution derived by iterated 

strict dominance is a Nash equilibrium [41], iterated dominant solutions cannot solve many 

problems in resource allocation mainly due to the increased complexity, e.g., in multiple 

access game types. Fortunately, using the concept of Nash equilibrium, we can identify 

solutions to such strategy profiles using the concept of Pareto-optimality. In a Pareto-optimal 

multiple access game strategy, the payoff of a player cannot be increased without decreasing 

the payoff of at least one other player. The concept of Pareto-optimality eliminates the Nash 

equilibriums that can be improved by changing to a more efficient, i.e., Pareto-superior, or 

less efficient, i.e., Pareto-inferior, strategy profiles. 

In this Thesis we focus on cooperative, nonzero-sum, multiple access game type 

strategies in dynamic games with complete information. Our game analysis is based on 

Pareto-optimal Nash equilibriums for symmetric and asymmetric Nash bargaining game 

structures. 

2.5 Utility Theory in Nash Bargaining Multiple Access Games 

The concept of utility functions is of outmost importance in game theory. A utility function 

jf  of a player 1,...,j K , where K  is the total number of players, quantifies the outcome of 

the game for a player given the strategy type. A utility function is a twice-differentiable 

function of objective  jU f  defined for 0jf  , having properties of non-satiation, e.g., the 

first derivative is positive   / 0j jU f f    and risk aversion, e.g., the second derivative is 

negative    
2

2 / 0j jU f f   . The non-satiation property states that utility increases with 

objective, while the risk aversion property states that the utility function is concave or, in 

other words, that the marginal utility of objective decreases as objective increases. 
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Let us suppose that 
0

j ju f  is the initial minimum utility of each user to join the 

multiple access game, e.g., its minimum QoS requirements in terms of data rate. Then a 

bargaining problem is the pair of  0,j jf u , where jf
 
is defined as a close convex subset of 

 K   , e.g., 
K

jf  , with K  to represent the set of game strategies of the K  players 

and   the space of the utility vectors, and there exists    with   0

j jf u  . Assuming 

that the minimum utility 
0

ju  can be achieved for each player, then there exists at least one 

feasible sub-space 
0  in   for which the utility vector    1 ,..., Kf f    f  is larger or 

equal to the initial utility vector  0 0

1 ,..., Ku u   
0

u , e.g.,  0
f u , allowing the sub-set 0   

to be defined as   0

0 j jf u     . Moreover, let   jU f     to denote the 

set of achievable utility and      0, K

j j jG U f u U f    
 

 to represent the set of all 

bargaining problems or, in other words, the class of sets of individual intelligent rational 

utility measures satisfying the minimum utility bound 0
u . A utility-based bargaining solution 

is a set-valued function : KS G   such that for every utility-based bargaining problem 

   0,j jG U f u  it is     jS G U f  . In the bargaining problem    0,j jU f u  we 

say that   jU f   is individually intelligent rational if   0

j jf u  . Also, that 

  jU f   is weakly efficient if there is no   j j
U f   such that     and that 

  is efficient if there is no   jU f  ,     such that    .  

A Nash bargaining solution is the solution :NBS KS G   that for each utility-

based bargaining problem    0,j jU f u  selects the set     * *

1 2, jU f    that contains 

the only point in    0,j jG U f u , which satisfies      * 0 * 0 * 0

1 1 ,..., ,...,j j K Ku u u     

     0 * 0 0

1 1 ,..., ,...,j j K Ku u u      for all      0

1 ,..., ,..., ,j K j jG U f u    . A 

bargaining problem is symmetric if 
0 0 0

1 ... ...j Ku u u     and  1 ,..., ,...,j K   
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   0,j jG U f u  implies that      0

1,..., ,..., ,K j j jG U f u    . A symmetric NBS 

SNBSS  follows the following Axioms. 

    0,SNBS

j jS U f u
 

is Pareto optimal meaning that there exists no other allocation 

   0,SNBS

j jS U f u  that leads to superior performance for some users without inferior 

performance for some other users, i.e.,        0 0, ,SNBS SNBS

j j j jS U f u S U f u  , j  

and    0,SNBS

j jS U f u     0,SNBS

j jS U f u , j . 

    0,SNBS

j jS U f u
 

guarantees the minimum utility for every player, e.g., 

   0 0,SNBS

j jS U f u U  , where 0U  is the set of minimum utilities given by 

   0 0 0 0

jU u U f u u    , j . 

    0,SNBS

j jS U f u  provides fairness by being independent of irrelevant alternatives, 

e.g., if the feasible set shrinks but the solution remains feasible, then the solution for the 

smaller feasible set is the same point. This can be written as      j jU f U f   , 

   0,jU f u G   and    0,SNBS

j jS U f u G   then    0,SNBS

j jS U f u 

   0,SNBS

jS U f u , j . 

    0,SNBS

j jS U f u
 
provides symmetry, meaning that all users have the same priorities, 

e.g., assuming that   jU f   is symmetric with respect to a subset of indices of users who 

are able to achieve a performance strictly superior to their initial performance, e.g., 

 1,..., ,...,J j K
 
and   0

j ju U f  ,   0

j ju U f  , j , j J  
then if 

0 0

j ju u   it stands 

that        0 0, ,SNBS SNBS

j j
j j

S U f u S U f u 


 , j j . 

An asymmetric bargaining problem is the pair    0,j j jU w f u , where players 

have different weights 1 ... ...j Kw w w     and various minimum payoffs 
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0 0 0

1 ... ...j Ku u u    . An asymmetric NBS :ANBS KS G  , with 

     0, K

j j j jG U w f u U w f     
   

follows the abovementioned Axiom’s properties 

except the latter’s one, e.g., it does not provide symmetry. The asymmetrical bargains are due 

to various players’ utilities, which must reflect the players’ different preferences in terms of 

their weights meaning that        0 0, ,ANBS ANBS

j j j j
j j

S U w f u S U w f u 


 , j j . 

In utility theory the principle of expected utility maximization [33], [41] states that an 

intelligent rational player, when faced with a choice among a set of competing feasible 

strategy alternatives, acts to select a strategy, which maximizes his expected utility function. 

Based on this principle, we can express the S-NBS property as unconstrained utility 

maximization problem as follows. 

Lemma 2.1 - If a utility function jf  is convex upper-bounded defined on   and   is 

convex and subset of K , then there exists a symmetric Nash bargaining point sym  that 

verifies   0 ,   sym

j jf u j J    and comprises the unique solution of the maximization 

problem 

  0max sym

j j

j J

f u


 , 
0

sym  .   (2.1) 

Proof - The proof of Lemma 2.1 is similar to the proof of the S-NBS property presented in 

[40] and has been omitted from this Thesis due to space limitations.      

Similarly, the A-NBS property can be denoted as unconstrained utility maximization 

problem as below. 
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Lemma 2.2 - For each weight  0,1jw  , an asymmetric Nash bargaining point asym   is 

a convex function : K

jf  , j J , defined as   0asym

j jf u  , asym   that gives the 

unique solution to the maximization problem 

  0max
jw

asym

j j

j J

f u


 , 
0

asym  .   (2.2) 

Proof - The proof of Lemma 2.2 is similar to the proof of the A-NBS property presented in 

[40] and has been omitted from this Thesis due to space limitations.                                

2.6 Convex Optimization Problems 

Convex optimization can be described as a fusion of three disciplines: optimization [59], 

[119], [120], [121], [122], convex analysis [121], [123], [124], [125], [126], and numerical 

computation [127], [128], [129], [130]. In recent years, convex optimization has become a 

computational tool of central importance in engineering, thanks to its ability to solve very 

large, practical problems reliably and efficiently. A vast number of design problems in 

resource allocation can be posed as constrained combinatorial optimization problems, which, 

accounting our notations in (2.1), have the standard form 

 max symU    (2.3) 

      subject to:                                        0sym

iU   , 1,..., Fi N , (2.4) 

  0sym

jU   , 1,...,j K . (2.5) 

In the maximization problem (2.3) - (2.5) the S-NBS point sym  is an optimization variable, 

U  is an objective or cost function,   0sym

iU  
 

are inequality constraints and 

  0sym

jU    are equality constraints.  sym

iU   are usually related with subcarrier or 

channel allocation constraints, where i  is the subcarrier or channel index and FN  the 

maximum number of subcarriers or channels, while  sym

jU   frequently express power or 

data rate allocation rules. However, such problems can be very hard to solve in general, 
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especially when the number of decision variables in sym  is large. There are several reasons 

for this difficulty; first, the problem “terrain” may be riddled with local optima. Second, it 

might be very hard to find a feasible point, i.e., a sym , which satisfies all the equalities and 

inequalities, in fact the feasible set, which needn’t even be fully connected, could be empty. 

Third, stopping criteria used in general optimization algorithms are often arbitrary. Forth, 

optimization algorithms might have very poor convergence rates. Fifth, numerical problems 

could cause the minimization algorithm to stop all together or wander. 

Nevertheless, it has been known [59], [121], [125], [126] that if 
iU  are all convex and 

jU   are affine then the first three problems disappear, e.g., any local optimum is a global 

optimum, feasibility of convex optimization problems can be determined unambiguously and 

very precise stopping criteria are available using duality. However, convergence rate and 

numerical sensitivity issues still remained a potential problem. Geometrically, the above 

problem corresponds to the minimization of U , over a set described by as the intersection of 

0-sublevel sets of the iU s with surfaces described by the 0-solution sets of the 
jU  s. A point 

sym  is feasible if it satisfies the constraints; the feasible set 0  is the set of all feasible 

points; and the problem is feasible if there are feasible points. The problem is said to be 

unconstrained if 0FN K  . The optimal value is denoted by  
0

* inf sym

symU U





 , and 

we adopt the convention that *U    if the problem is infeasible. A point 
0

sym   is an 

optimal point if   *symU U   and the optimal set is   * *

0

sym symU U     . 

Moreover, in the standard problem above, the explicit constraints are given by   0sym

iU   ,  

  0sym

jU   . However, there are also the implicit constraints sym

iU dom , 

sym

jU dom , i.e., sym  must lie in the set 1 1... ...
FNU U U     dom dom dom

... KU dom , which is called the domain of the problem. A feasibility problem is a special 

case of the standard problem, where we are interested merely in finding any feasible point. 

Thus, problem is really to either find 0

sym   or determine that 0  is non-empty, e.g., 
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0  . Equivalently, the feasibility problem requires that we either solve the inequality / 

equality system 

 

 

0,  1,...,

0,  1,...,

sym

i F

sym

j

U i N

U j K





  



  

    (2.6) 

or determine that it is inconsistent. An optimization problem in standard form is a convex 

optimization problem if 0U , 
1U ,…,

FNU  are all convex, and 
jU   are all affine. This is often 

written as 

 
 max symU    

subject to:                            0sym

iU   , 1,..., Fi N , 

sym    , 1,...,j K , 

where FN K 
  and K  . Convex optimization problems have three crucial properties 

that make them fundamentally more tractable than generic non-convex optimization 

problems; they have no local optimum, e.g., any local optimum is necessarily a global 

optimum, using duality theory they have track infeasibility detection and the derived 

algorithms are easy to initialize efficient numerical solution methods that can handle very 

large problems. To understand global optimality in convex problems, recall that 
0

sym   is 

locally optimal if for 0

sym   it satisfies    sym sym sym symU U         , where 

  is a positive number, e.g., 0  . A point 
0

sym   is global optima means that 

0

sym  ,    sym symU U   . For convex optimization problems, any local solution is 

also global. There is also a first order condition that characterizes optimality in convex 

optimization problems. Suppose U  is differentiable, then 0

sym   is optimal if for 

0

sym   it stands      0sym sym symU      , with    denoting matrix transpose. So 

 symU   defines supporting hyperlane for 0  at sym , meaning that if we move from 

sym  towards any other feasible 
sym   then U  does not decrease. A convex optimization 

problem in standard form with generalized inequalities is written as 
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 max symU    

            subject to:                                         
__

0sym

iU  , 1,...,i L , 

                                                                 
sym    ,  

where :U  are all convex, 
__

 are generalized inequalities on Fi
N

 and : Fi
N

iU   are 

convex. 

Moreover, the cost functions in convex optimization problems may also be 

quasiconvex. A function :U  is quasiconvex if every sub-level set 

  sym symS U U   
  dom  is convex. We say that f  is quasiconcave if U  is 

quasiconvex. A function which is both quasiconvex and quasiconcave is called quasilinear. It 

is remarked that a function of the form   lnsym symU    is quasilinear on 


. Such 

optimization functions shall detain us in the next Chapters due to NBS’s logarithmic origin. 

2.7 Queue Structures for Cross-Layer Schemes 

A cross-layer problem is usually constrained on channel selection, power distribution, 

transmission interference elimination and QoS provision rules. Although the first three types 

of rules can be expressed into convex cross-layer constraints with variable transformation 

techniques, QoS regulations require more special treatment. The reason is that such 

regulations include complicated higher-layer Queue State Information (QSI). QSI include 

characteristics as source statistics, queuing delays and application level requirements of the 

heterogeneous users, which should be expressed as PHY layer information theoretical models. 

Therefore, emphasis should be given to properly design the diverse QoS requirements in 

terms of queuing rate or delay performance into the cross-layer problem. In queuing theory, 

which is mainly seen as a branch of applied probability theory, queuing models are stochastic 

models used to approximate real queuing situations or systems. The main purpose of 

developing such models is to analyse mathematically the queuing behaviour that represents 

the probability a queuing system to be found in a particular configuration or state. 
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Queuing models allow a number of useful steady state performance measures to be 

determined, including the average number in the queue, the average time spent in the queue 

(average delay), the statistical distribution of those numbers or times, the probability the 

queue is full, or empty, and the probability of finding the system in a particular state. The 

importance of such performance measures is significant as issues caused by queuing 

situations are related to customer dissatisfaction with service. Analysing a queuing model 

allows the cause of queuing issues to be identified and the impact of proposed changes to be 

assessed. There are many types of queuing models that can be followed, characterised using 

Kendall's notation [30] such as Memoryless/Markovian/Single-Server (M/M/1), 

Memoryless/Degenerate-distributed/Single-Server (M/D/1), Markov-Modulated Poisson-

Process/General/Single-Server (MMPP/G/1) etc. There is a variety of queuing strategies that 

Figure 2.4 - Typical standalone queuing models with  servers and FIFO service mode. 
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describe the way where service is provided over time such as First-In-First-Out (FIFO), Last-

In-First-Out (LIFO), Service-In-Random-Order (SIRO), Shortest-Processing-Time first (SPT), 

Priority (PR) etc. In addition, a queuing system with, e.g., N  service centres (servers) can be 

either single input single output or multiple input multiple outputs. An example of two typical 

standalone queuing models with FIFO service mode is depicted in Figure 2.4. 

It is certain that the M/G/1 [30] model with infinite capacity and population, 

represented by / /1/ /M G   , has been used as a guiding model for performance analysis 

of widely varying systems. The reason that / /1/ /M G    is widely adopted is that it can 

sufficiently describe the system queuing dynamics although the arrival rates and the mean and 

variance of the service rates are generally complex and difficult to be specified.  In 

/ /1/ /M G    models the arrival rate of each user at the queues, e.g., j  is described by a 

Poisson process [30], meaning that the statistical distribution of the inter-arrival times follows 

the exponential distribution. In addition, the distribution of the service time can follow any 

general statistical distribution, which is non-exponential. The construction and analysis of 

every queuing model can be signified by a state transition diagram that represents through a 

Markov chain the possible system states and identifies the rates to enter and leave each state. 

For example, if 
ka  denotes the probability that during a service time exactly k K  users 

 

Figure 2.5 - Transition probability diagram for the imbedded Markov chain. 
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arrive, the transition probability diagram for the / /1/ /M G    Markov chain can be drawn 

as depicted in Figure 2.5. 

In reality networks are better represented as a system of queues consisted by several 

single standalone queuing models. An obvious example is the Internet, where each outgoing 

link of each router is modelled as a single queuing system, and where an end-to-end path  

traverses a multitude of intermediate routers. One basic classification of queuing systems is 

the distinction between open and closed queuing systems. In an arbitrary open queuing 

system customers may enter the system at any queue and also may leave the system from any 

queue. The system may contain loopbacks and splitting points, where a customer has several 

possibilities for selecting the next queue. In closed queuing systems there is a fixed set of 

tasks and each task alternates between states where it performs some computations using the 

processor. In closed queuing networks the number of customers is fixed and no user enters or 

 

Figure 2.6 - Structures of open and closed queuing system with  servers. 
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leaves the system. An example on the architecture of open and closed queuing systems is 

given in Figure 2.6. 

Within this Thesis we develop a queuing model that can be used either in open or 

closed queuing systems. Our model is based on the / /1/ /M G    queue and expresses the 

QoS requirements of system users into equivalent PHY data rate constraints. The proposed 

modelling account source statistics, queuing delays and application level requirements of the 

system users and operate according to the FIFO service discipline.  
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Chapter 3                                                                            

Power-Efficient Cross-Layer Design                                                                            

3.1 Introduction 

In this Chapter, we propose a Power-Efficient Adaptive Error-Tolerant cross-layer Scheduling 

(PE-AETS) scheme for OFDMA systems. PE-AETS incorporates an innovative approach of 

minimizing the average transmitting power of the OFDMA system by considering channel 

outage and heterogeneous users QoS requirements. To efficiently adjust power and data rates 

across subcarriers, our scheme is based on a robust PBL process, which asymptotically 

increases throughput performance retaining high resilience to the imperfect channel 

conditions. In addition, we introduce a different from the mean feedback model, i.e., [15], 

[23], [24], [56], channel estimation method, which further contributes to PE-AETS’s channel 

error resilience. In our design, we represent each user’s heterogeneous QoS requirements 

through developing an advanced queuing model that is also different from the one adopted by 

related studies, i.e., [15], [24], [56]. Finally, we provide extensive simulation results for small 

and large-scale OFDMA systems, to confirm that PE-AETS significantly outperforms rival 

cross-layer scheduling approaches. The key contributions and the proposed modelling 

methodology of this research part have been thoroughly discussed in Section 1.2. 

3.2 Literature Review 

Initially, resource allocation schemes were designed using only PHY layer PBL processes, 

e.g., [13], [14], [15], [16] and [131]. In such schemes the data bits and the transmitting powers 

are adjusted across subcarriers to utilize efficiently the network resources. As shown in [18], 

although these approaches are simple to implement, without knowing the upper-level packet 
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arrival characteristics or the queuing conditions the single-layer resource allocation cannot 

guarantee each user's specific QoS requirements. Hence, recent studies propose cross-layer 

resource allocation designs to account both the PHY layer channel conditions and the upper 

layers queuing dynamics, e.g., [17], [20], [21], [22], [23], [24], [27], [56], [60]. Within this 

direction, most efforts assume that transmissions occur under perfect channel conditions, e.g., 

[20], [21], [22], [23], [24], [27]. However, in the existence of channel imperfections it is 

straightforward that this assumption results in power-inefficient cross-layer resource 

scheduling. Additionally, most of the above studies consider that the QSI is homogeneous, 

e.g., the same for all users, where in reality it is instead heterogeneous. In actual fact, recent 

literature is very poor by studies that take under consideration both imperfect channel 

conditions and heterogeneous QSI in cross-layer scheduling processes, with examples to be 

given only by the works in [17], [24] and [56]. Nevertheless, the PBL processes developed in 

[17], [24] and [56] are based on the goodput-rate, which as we will see later, is quite prone to 

channel errors resulting into infeasible scheduling operation under average to high channel 

uncertainty. Besides all, the aforementioned works intend to maximize the system’s 

throughput, which potentially increases the system’s power consumption, especially when 

channel uncertainty is high. 

In general, the existing literature is based on one or more of the below three 

unrealistic assumptions. i) The channel outage effects are ignored, ii) the channel is assumed 

perfect or with low uncertainties and iii) the users’ QoS requirements are treated as 

homogeneous. To deliver effective resource scheduling for pragmatic wireless systems we 

address the above three issues into a robust cross-layer scheduling scheme. Our first 

observation is that the BS cannot always perfectly acquire the CSI due to noisy channel 

conditions, e.g., delayed feedbacks and/or channel outage [132]. Hence, the channel has error, 

which in fact is usually large, meaning that designing our scheduling scheme targeting small 

channel error tolerance as, i.e., in [17], [24] and [56], would not result either innovation or 

contribution. Our second observation is that as CSI is imperfect the BS cannot always identify 

the channel’s maximum capacity, which would be frequently exceeded by the scheduled data 

rate. Therefore, packets would be systematically corrupted and transmission would fail, 

resulting in poor network performance. Consequently, we additionally consider the 

fundamental effect of channel outage into our cross-layer design. Our third observation is that 
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modern applications have obviously various QoS requirements thus, we provide scheduling 

policies aiming to satisfy the heterogeneous users’ demands. 

 For the ease of reference, in this Chapter we name the power-inefficient small Error-

Considerate cross-layer Scheduler adopted in [17], [24], [56] as ECS, the power-unaware 

Error-Inconsiderate Opportunistic Scheduler adopted in [14], [20], [21], [22], [23] as EIOS 

and the power-unaware Error-Inconsiderate Fixed power and subcarrier Assignment 

Scheduler utilised in [27], [60] as EIFAS. 

 

Figure 3.1 - Multi-user DL OFDMA cross-layer scheduler under imperfect channel modelling with 

heterogeneous users’ applications (left). Packet multiplexing process over time for 3 

MAC-Frames (right). 
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3.3 System Model 

This Section outlines the downlink OFDMA system model, which is the basis of PE-AETS 

resource allocation problem formulated in Section 3.5. The proposed multi-user downlink 

OFDMA cross-layer scheduler involves K  users and 
FN  subcarriers as illustrated in Figure 

3.1.  

Before the scheduling operation is performed, the cross layer resource scheduler first 

collects the CSI and QSI of all users. In the beginning of each scheduling interval, the 

resource scheduler obtains the CSI through performing estimation of the imperfect channel in 

Time Division Duplex (TDD) operation
1
 based on UL dedicated sub-channels transmitted by 

all mobile users. In addition, PE-AETS gathers information for each user’s QoS requirements 

by estimating the QSI according to an incremental update algorithm [133], [134] through 

observing the current backlogs in each user’s independent buffer
2
. The QSI is updated 

according to how frequently the state of the user’s mobility changes. Hence, instead of 

updating the QSI before each time slot as in [14], [17], [20], [21], [22], [23] [24], [27], [56], 

[60] we use the incremental update algorithm to reduce PE-AETS’s pre-processing process. 

In continue, the resource scheduler takes its scheduling decision once every time slot 

based on the estimated CSI and QSI, and passes the resource allocation result to the OFDMA 

transmitter. The subcarrier allocation and transmitting power allocation decision made by the 

BS transmitter is assumed to be announced to individual mobile user through a separate 

control channel. We further assume perfect CSI available at the receiver (CSIR). 

                                                      
1
 The system can also operate under Frequency Division Duplex (FDD). In this case perfect 

feedback of DL CSIT from mobile users is required. 
2
 To avoid buffer overflow, we assume that users’ buffers are sufficiently large enough for storing 

packets arrived from higher layer. In addition, as we discuss later, we also consider that packets arriving 

form higher and PHY layers are multiplexed over time comprising MAC-frames as shown in Figure 3.1. 
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3.3.1 Downlink Channel Modelling 

We consider an OFDMA system with quasi-static fading channel within a scheduling slot of 

duration 
st . Due to the orthogonality principle of the OFDMA, the 

FN  system subcarriers are 

decoupled. We focus on the downlink OFDMA time varying transmission over a frequency-

selective multipath channel of bandwidth BW , consisted by / cBW f     paths, where 

    denotes the floor of a quantity and 
cf  the channel’s coherent bandwidth. For simplicity, 

we assume uniform power delay profile
3
, where each path has normalized power of 

1


. After 

removing the CP and performing -FN point DFT, the received OFDM symbol vector for the 

-thj  user at the -thn  OFDM block is given by 

       j j jn n n n  y H x z .    (3.1) 

In (3.1),    j ijn y n   y  is the 1FN   DFT complex-valued vector of the received 

OFDM symbols  ijy n  of user j  on the -thi subcarrier at the -thn  OFDM block, with the 

notation    to denote matrix transpose. Similarly,    j ijn x n   x  is the 1FN   

Inversed-DFT (IDFT) complex-valued vector of the transmitted OFDM symbols  ijx n  of 

user j  on the -thi subcarrier at the -thn  OFDM block. In addition,     jn diag nH h  

represents the F FN N  matrix with elements the channel gains  j nh , where  diag   

denotes diagonal matrix (more details in Appendix A.1). Finally, the 1FN   vector  j nz  in 

(3.1) represents the zero mean CSCG noise at the -thn  OFDM block and is given by 

   j ijn z n   z . The entries  ijz n  signify the channel noise of user j  on subcarrier i  and 

are CSCG Independent and Individually Distributed (i.i.d) with zero mean and 2

z  variance, 

e.g.,    20,ij zz n  . The noise variance 2

z  is given by [59] 

                                                      
3
 The analytical results in this paper can also be applied to non-uniform power delay profiles. 



Chapter 3.  Power-Efficient Cross-Layer Design                                                                                                      

45 

 

2 0
z

F

N BW

N



 ,     (3.2) 

where 
0N  is the noise density. 

The instantaneous transmitting power allocated from the scheduler at the BS to user 

j  through subcarrier i  is given by 

2

ij ijp E x 
  

,
 
    (3.3) 

where 
2
  denotes the absolute value squared of a complex number and it is equal to the 

number times its complex conjugate transpose symbolized as  
†
 , i.e., 

†2

ij ij ijx x x     [135]. 

We represent the transmitting power expression in (3.3) in matrix form with the FN K  

matrix ijp   P , which signifies PE-AETS’s transmitting power allocation policy at the 

PHY layer. In addition, we denote the actual instantaneous data rate allocated from the 

scheduler at the BS to user j  through subcarrier i  by ijr  and represent it with the FN K  

matrix ijr   R . More precisely, ijr
 
indicates the number of bits allocated on the -thi  

subcarrier of user j  per time slot and R  is the data rate allocation policy of PE-AETS at the 

PHY layer
4
. 

Moreover, we define the FN K  matrix ijs   S  that signifies the subcarrier 

allocation policy of our scheme at the PHY layer. The elements ijs  of S  indicate the 

subcarrier allocation index meaning that 1ijs   when subcarrier i  is allocated to user j  

otherwise 0ijs  , e.g.,  0,1ijs  . In our system, we do not allow more than one user to 

occupy the same subcarrier during a timeslot. This subcarrier allocation constraint can be 

expressed as 

                                                      
4
 We consider information theoretical capacity [146] to simplify the presentation of the introduced 

PBL process that follows in the next Section. However, although we decouple PE-AETS’s modelling from 

specific implementation of coding and modulation schemes, in our following two scheduling designs we 

involve an M-QAM modulator to consider bit coding effects.  
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1

1
K

j

ijs


 . 
5
     (3.4) 

Finally, the transmission is guaranteed when the average transmitting power over all 

users and subcarriers is smaller or equal than the average total available power at the BS 

denoted by 
TOTALP . This necessary rule can be expressed by the transmitting power allocation 

condition 

1 1

1 FNK

ij ij TOTAL

j iF

E s p P
N  

 
 

 
 .                          (3.5) 

We remark that the left side of (3.5) is divided by the number of subcarriers 
FN  as 

we refer to average quantities. This means that 
TOTALP  is the total available power at the BS 

taking into consideration the effects such as Peak-to-Average Power Ratio (PAPR), 

maximizing that way the utilization of all subcarriers, i.e., we consider both the average 

transmitting power allowed by the BS and the PAPR of OFDM signals. 

3.3.2 Imperfect CSIT and Estimation Modelling 

As the imperfect CSIT is estimated at the BS in TDD operation, in the beginning of each 

OFDM frame the downlink CSIT can be obtained from channel reciprocity through CSIT 

estimation of UL dedicated pilot symbols  , sent by all K  users. However, the estimated 

downlink CSIT will be outdated due to unknown subcarrier frequency offset caused by the 

Doppler effect and inherent instabilities of the transmitter’s and receiver’s subcarrier 

frequency oscillators. In our imperfect channel modelling, we signify the 1FN   vector 

                                                      
5
 Many studies in the literature, i.e., [17], [24], [56], consider the condition in (3.4) as equality e.g., 

1

1
K

j

ijs


 . However, this expression leads to infeasible allocation in the instance where users have no 

requirement. In that case, the scheduler would be programmed to select users for transmission even if there 

would not be any. 
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ˆˆ
j ijh 

 
h , with entries ˆ

ijh  to denote the independent identically distributed (i.i.d) estimated 

channel gain of user j  on subcarrier i , as 

ˆ ˆ
j j jh h +Δh .     (3.6) 

In (3.6), 
j ijh   h  is the 1FN  channel feedback vector with entries ijh  to 

represent the i.i.d actual channel gain feedback of user j  on subcarrier i  and ˆ
j ijh   Δh  

is the 1FN   channel error vector with entries ijh  the zero mean CSCG channel error terms 

of user j  on subcarrier i  with known PDF. 

For channel estimation purposes, we assume that the CSIT is updated every frame 

comprising 
FR

 
OFDM symbols. To calculate the channel coefficients, we consider the 

MMSE estimator   FR  h , 0   with    to represent the number of observations 

required for the estimation process [59]. Our target is to define the covariance matrix 
hΜ  of 

the channel error vectors ˆ
jΔh  and the MMSE variance 2

h  in order to describe the correlation 

of the estimated CSIT errors between the subcarriers of each user. 

Theorem 3.1 - The error covariance matrix 
hΜ  of the channel error vectors ˆ

jΔh  is given by 

2

ˆ ˆ F h
h j j

N
E


  


  
  

Μ Δh Δh W W ,    (3.7) 

with W  to denote the truncated unit-norm FFT matrix and the MMSE variance 2

h  to be 

depended on adaptive estimation observations, e.g., 

1
2

2 1 z
h

FN P  








 
   

  
Μ Μx I Μ x ,       (3.8) 

where the terms P , Μ  and 
Μx  are presented in Appendix A.2. 

Proof - The proof of Theorem 3.1 is presented in Appendix A.2.                                        
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Figure 3.2 - Sphericity - Error covariance is scalar multiple of identity matrix, i.e.,  

(left). Non-sphericity with non-identity – Error covariance is not scalar multiple of identity matrix, 

i.e., (right). 

 A first conclusion of the estimation process presented in Appendix A.2 is that the 

channel error vector ˆ
j ijh   Δh  and the estimated channel gain vector ˆˆ

j ijh 
 

h  are 

uncorrelated with covariance matrix equal to zero, e.g., ˆ ˆ 0j jE   
 
Δh h  . Another notable 

conclusion from Theorem 3.1 and Appendix A.2 is that, due to the implication of the vectors 

Μx  and 
Μx , and the matrix Μ our MMSE variance 2

h  in (3.8) is not scalar multiple of 

the identity matrix of the pilot symbols  , e.g., I . This means that the main diagonal 

elements of our error covariance matrix 
hΜ  in (3.7) are not equal but differ in respect to 

each multipath subcarrier’s conditions, which are perceived by the estimator through 

  FR  
 
measurements based on the   pilot symbols (see example in Appendix A.2).  In 

other words, we perform measurements on independent but not identically distributed errors 

ijh , which signifies that our estimator performs  adaptive estimation observations according 

to each subcarrier’s conditions and hence, as shown in Figure 3.2, it does not satisfy the 
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assumptions of sphericity
6
 [59]. In contrary, the mean feedback model

7
 adopted by the related 

work in [24], [56], [18], [58], [57], assumes that the channel errors ijh  are i.i.d meaning that 

the conditions of each subcarrier are not taken into consideration individually but identically. 

This imposes sphericity assumptions, which in practice are frequently violated due to 

OFDMA channel effects such as Doppler spread, multipath delays, time delay shifting etc. In 

addition, since in the mean feedback model the channel errors ijh  are assumed as i.i.d, upon 

applying sphericity estimation patterns the MMSE variance is imprecisely acquired and 

obviously any scheduler estimating through the mean feedback model could take its resource 

allocation decisions based on a wrong prediction (more clarifications in Appendix A.2). In 

contrary, our non-sphericity estimation pattern is more sensitive
8
 attaining the MMSE 

variance in precision bearing important improvements to system’s resilience to channel errors 

and also performing asymptotically conveying increased throughput or power performance to 

multi-user OFDMA systems [16]. Finally, the precision of our estimator does not impose 

complexity increase as both our model and the mean feedback model have the same 

complexity on the number of subcarriers and multi-paths, e.g.,  F FN N  , where    

is the big-O notation
9
 [135].  

                                                      
6
 In general, the sphericity assumption controls the validity of e.g., 

FN  statistics for inference on 

receiving data. In sphericity estimation patterns the difference between two measurement sets has equal 

variance for all pairs of such sets. 
7
 We remark that in the mean feedback model, the corresponding to (3.8) MMSE variance 

2

h  has 

the form e.g.,  2 21 /h F zN P      Μ I . In this case, the error covariance matrix is depended on the 

correlation between the received symbols based on the time-varying actual channel gain modelling and the 

  pilot symbols. In other words, the error covariance matrix is scalar multiple of the identity matrix I  and 

the mean feedback model features spherical channel error estimations. 
8
 The sensitivity of an estimation pattern depends on the precise estimations of the hyper-

parameters i.e. high degrees of freedom, which is the number of independent pieces of information available 

to estimate another piece of information. 
9
 The big-O notation e.g.,  K Kx y , is used when lim /K K Kx y  

 
and 

lim /K K Ky x   . 
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3.3.3 MAC and Upper Layer Modelling from Cross-Layer Perspective 

Without loss of generality, we assume that packets arrive from upper layers to each user j ’s 

buffer according to a Poisson arrival process with independent arrival rate denoted by j  (in 

packets per time slot). We consider that the applications of each of the K  users are 

heterogeneous in nature in terms of their packets’ arrival rates and delay constraints, with the 

latter ones to be symbolized by 
max

jT . We characterize the heterogeneous applications of the 

K  users by different packet arrival rates, e.g.,  1,..., ,...,j K   , and delay requirements, e.g., 

 max max max

1 ,..., ,...,j KT T T  (in time slots). For example, users with heavier traffic load have 

higher arrival rate j , while uses that are more delay-sensitive have stringent maximum delay 

tolerance 
max

jT . We can then describe the QoS parameters of each user j  by the characteristic 

tuple max, ,j jF T  
  , where F  denotes the size of each packet in bits. We remark that although 

the size of each packet may vary, for brevity of our queuing analysis we assume that packets 

have fixed size F . 

As all models are characterized by system dynamics, which are mathematical 

expressions that describe the behaviour of a system over time, so as our scheduler has its own 

system dynamics denoted by Ĥ  and Q . PE-AETS’s system dynamics at the MAC layer 

express the perception of our scheme regarding the current system state  ˆ ,H Q , which is 

depended on the acquired information of the imperfect channel estimation from PHY layer 

and the QSI from upper layers. We denote those dynamics as Ĥ  and Q , where Ĥ  is the 

FN K  matrix of the estimated channel gain given by 
2

ˆˆ
ijE h

 


  
H  with elements the 

absolute squared estimated channel gains of each user j  on subcarrier i , e.g., 
2

ˆ
ijh , and Q  is 

the 1K   vector of the QSI given by jq   Q  with its -thj  component jq  to denote the 

number of packets remains in user j ’s buffer. 
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As the MAC layer is responsible for the cross-layer scheduling at every fading block, 

at the beginning of every OFDM frame PE-AETS estimates the channel from dedicated 

uplink pilot symbols and observes the current backlogs in the buffer according to the 

incremental update process as described in Section 3.3. Based on the obtained CSIT and QSI, 

the scheme at the cross-layer determines the subcarrier allocation from the policy ˆ , 
 

S H Q , 

the transmitting power allocation from the policy ˆ , 
 

P H Q  and the throughput allocation 

from the policy ˆ , 
 

R H Q , at the MAC layer. The scheduling results are then broadcasted on 

downlink common channels to all users before subsequent downlink packets transmissions at 

scheduled rates. 

3.4 Effective Data Rate under Imperfect CSIT and Channel Outage - Power-

Efficient PBL Process 

This Section presents the formulation of a new power-efficient PBL process that defines the 

effective data rate in OFDMA systems with imperfect channel and outage considerations. 

Before we present the methodology of the formulation of our PBL process, let us firstly 

discuss the effect of channel outage. 

It is well-known that packet error is contributed by two factors; the channel noise and 

the channel outage. In the former case, packet error is contributed by the effect of non-ideal 

channel coding and finite block length of the channel codes. This factor can be reduced by 

using a strong channel code (e.g., turbo code) and longer OFDM frame length, so that 

Shannon’s capacity [93] can be achieved [136]. However, in the latter case, the effect is 

systematic and cannot be easily eliminated. The reason is that the actual instantaneous mutual 

information  ;ij ij ijW x y h , signifying the maximum achievable instantaneous actual data rate 
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ijr
 
for error-free transmissions between the input ijx , e.g., the BS, and the output ijy , e.g., 

user j , on the -thi  subcarrier, is given by
10

 

  2 2
; log 1

ij ij

ij ij ij

z

p h
W x y h



 
  

 
 

,    (3.9) 

which is a function of actual channel gain ijh  (perfect CSIT) that is unknown to the BS as 

CSIT is imperfect. Hence, packets will be corrupted whenever the actual instantaneous data 

rate ijr
 

exceeds the instantaneous actual mutual information  ;ij ij ijW x y h  and so, the 

probability of this event is the dominating factor of packet error. 

To consider potential packet errors, we express the instantaneous actual data rate ijr
 

under the estimated channel gain ˆ
ijh  as follows. Accounting the imperfect channel conditions, 

the actual instantaneous mutual information  ˆ;ij ij ijE W x y h 
  

 is random [16], [57] and it is 

written as
11

 

 
2

ˆ 2 2

ˆ
ˆ; log 1

ij ij

ij ij

h ij ij ij h
z

p h
E W x y h E



  
         

  
  

.   (3.10) 

Let us now define the probability ,out ijP  as the target data outage probability of user j  

on subcarrier i . The target data outage probability outP  is determined by the probability that 

the actual instantaneous channel parameters cannot support the actual instantaneous data rate, 

e.g., 

                                                      
10

 The actual mutual information can be expressed in matrix form as 

    2

2; log det /
Fj j j N j j zW  x y h I h Ph . We remark that the maximum channel capacity is achieved 

when the input jx  is CSCG distributed with zero mean and variance the transmitting power allocation 

matrix P  e.g.,  ~ ,jx 0 P , and it is maximized when P  is diagonal [16].  

11
 The expectation operator  E   refers to the average of the quantity over the ergodic realizations 

of the actual and the estimated channel gains e.g.,  ijh and  ˆ
ijh , respectively. To avoid confusion, from 

this point we shall omit its characterization i.e., “expected” or “averaged”.  
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 ,
ˆ1 Pr ;out ij ij ij ij ijP E r E W x y h           

.  (3.11) 

For simplicity, we can assume that the target data outage probability ,out ijP  is the 

same for each user and subcarrier, e.g., ,out ij outP P .  Hence, the channel outage condition in 

(3.11) can be also written as 

  ˆPr ; 1ij ij ij ij outE r E W x y h P            
,  (3.12) 

indicating that given the estimated channel gain realization ˆ
ijh , we achieve maximum 

system’s data rate if the probability of the actual instantaneous data rate 
ijE r    to be smaller 

or equal than the actual instantaneous mutual information  ˆ;ij ij ijE W x y h 
  

 is equal to the 

complementary target data outage probability 1 outP . Relying on the target data outage 

probability outP  we can formulate a new power-efficient PBL process as presented in the 

following Section.  

3.4.1 Methodology on the Formulation of the Effective Data Rate for OFDMA 

Systems under Imperfect Channel Conditions and Outage Considerations  

To formulate our PBL process, we rely on independent subcarrier encoding and introduce a 

novel methodology to describe the actual instantaneous effective data rate satisfying the 

channel outage condition in (3.12). 

Given the estimated channel gain ˆ
ijh , the actual channel gain ijh  is CSCG distributed 

with ˆ
ijh  mean and 2

h  variance, e.g.,  2ˆ~ ,ij ij hh h  . Then the absolute value of the actual 

channel gain squared 
2

ijh  is a non-central chi squared variable with PDF  2

ijp h x  given 

by 
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  
2 2

2

02 2 4

ˆ ˆ
1

exp 2
ij ij

ij

h h h

h x h x
p h x I

  

  
   

      
  

   

,  0,x  .  (3.13) 

The absolute value of the estimated channel gain squared 
2

ˆ
ijh  is also non-central chi 

squared with two degrees of freedom and non-central parameter 
2

ijh . Hence, from the PDF 

of 
2

ijh  in (3.13) and given 
2

ˆ
ijh , we can write the PDF of the actual instantaneous mutual 

information  ˆ;ij ij ijE W x y h 
    

as 

   
  

  

2
2

2 2 2

2

0

ˆˆ exp ; 1
ˆ ˆ; exp ;

ˆ ˆexp ; 1

                                                                   2

z ij ij ij
ij

z
ij ij ij ij ij ij

ij h h ij h

ij ij ij ij

W x y hh
p E W x y h W x y h

p p

h W x y h

I




  

                 
 
 

 



2

ij hp 

 
 
 

 
 
 

(3.14) 

Moreover, from the channel outage condition in (3.12) and the PDF of 

 ˆ;ij ij ijE W x y h 
  

 in (3.14) we derive the condition that ensures effective transmissions 

expressed as 

 
0

ˆ; 1

ijr

ij ij ij outp E W x y h dW P         .   (3.15) 

The condition in (3.15) indicates that our objective is to determine the actual 

instantaneous effective data rate ijr  such that the Cumulative Density Function (CDF) of the 

actual instantaneous mutual information  ˆ;ij ij ijE W x y h 
  

 is equal with the complementary 

target data outage probability 1 outP . From the condition in (3.15), we can derive the PBL 

process that expresses the bit-loading procedure of each user j  on the -thi  subcarrier in our 

system. 
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Theorem 3.2 - Given the estimated channel gain ˆ
ijh , and the target data outage probability 

outP , the actual instantaneous effective data rate ijr  in (3.15) can be accurately expressed by 

the approximated instantaneous effective data rate ijr  of user j  on subcarrier i  as 

 
2

1

2 22
2

ˆ ˆ2 1
log 1

ˆ

ij ij ij ij h out

ij

z
ij ij z

h p h p Q P
r E

h p



 

  
  

    
   
  

, 
 (3.16)

 

where  Q   denotes the complementary Gaussian CDF [59]. 

Proof - The proof of Theorem 3.2 is presented in Appendix A.3.                                    

In Theorem 3.2, we express PE-AETS’s PBL process for each user j  on subcarrier i  

with the function in (3.16). We can also denote the approximated effective data rate for user 

j  over all the allocated subcarriers is denoted as jr , which is computed by 

 
1

FN

j ij

i

r E r


 
  

 
 .     (3.17) 

In follow, we provide some details on the performance and behaviour of our proposal. 

3.4.2 Specifications on the Introduced PBL Process 

In this Section, we demonstrate the key theoretical differences of our PBL process presented 

in Section 3.4.1 compared with the traditional methodology adopted by several studies in the 

literature, i.e., [14], [17], [23], [24], [56], [60]. 

To account channel outage, we firstly define the PDF of the actual instantaneous 

mutual information  ˆ;ij ij ijE W x y h 
    

 in (3.14) in terms of imperfect CSIT realizations, i.e., 

2
ˆ
ijh  . Secondly we express the condition that ensures effective transmissions in (3.15) in 

conjunction with the target data outage probability outP . In continue, we compute the 

condition in (3.15) by a series expansion and approximate the actual instantaneous effective 

data rate ijr  in (3.15) by the approximated instantaneous effective data rate ijr  of user j  on 
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subcarrier i  as presented in (3.16) in Theorem 3.2. From (3.16), we observe that our 

function’s utility-dynamics
12

 has low-pace logarithmic growth ratio, meaning that escalations 

of the MMSE variance 2

h  or the target data outage probability 
outP  or the imperfect CSIT 

realizations 
2

ˆ
ijh , induce slow degradations of our approximated instantaneous effective data 

rate ijr . In addition, when our function’s utility-dynamics increase (the transmission 

conditions become worst), our approximated instantaneous effective data rate ijr  decreases 

inversely proportionally with notably small decay rate. This can be also translated in terms of 

instantaneous transmitting power ijp , e.g., when our function’s utility-dynamics increase the 

instantaneous transmitting power ijp  increases proportionally with small increase rate. 

On the other hand, the traditional methodology firstly expresses the instantaneous 

outage rate in terms of perfect CSI realizations, i.e., 
2

ijh , and channel outage, i.e., outP . 

Secondly it relies on the non-central CDF of the perfect CSI realizations, i.e., 
2

ijh  to define 

its PBL process in conjunction with the imperfect CSI realizations 
2

ˆ
ijh  and channel outage 

outP . The PBL process resulted by this method is an expression of the effective data rate, 

widely known as goodput-rate. As we will see later in this Thesis, the advantage of the 

goodput-rate over our proposal in this research part is that it can be manipulated easier during 

the optimization procedure for the reason that goodput-rate is entirely a logarithmic function. 

However, its utility-dynamics are highly sensitive to function-dynamics variations, e.g., 2

h , 

outP  and 
2

ˆ
ijh , meaning that goodput-rate is less power-efficient our proposal especially under 

highly uncertain channel conditions. For example, minor escalations of the MMSE variance 

                                                      
12

 Function-dynamics are defined as the factors that equalize a function, i.e., the function-dynamics 

of our PBL process in (3.16) are the ˆ
ijh , 

outP , 
2

z  and 
2

h  . The parts of a function that includes those 

dynamics are named utility-dynamics i.e., the utility dynamics of our PBL process in (3.16) is 

 
2

1 2ˆ ˆ2 1 /ij ij h out ij ij zh p Q P h p     
 

. Utility-dynamics is an ideal metric to examine the behaviour of 

a function [59]. 
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Figure 3.3 - Comparison between the approximated effective data rate in (3.16) and the goodput-rate 

by means of average throughput versus MMSE variance . 

2

h  induce rapid increase to goodput-rate’s utility-dynamics and hence, fast rate degradation 

or, in terms of power, instantaneous transmitting power ijp  ascents. Another characteristic 

that makes goodput-rate less power-efficient than our proposal is that goodput rate is by its 

origin always less than the actual capacity. The reason is that upon using goodput-rate the 

amount of overhead depends on the application protocol stack and hence, some resources are 

wasted.  

Except from the theoretical differences, we practically verify the increased rate and 

power efficiency of our PBL process in (3.16) over goodput rate oriented schemes with 

comparisons illustrated in Figure 3.3 and Figure 3.4. In particular, from Figure 3.3 we observe 

that as the MMSE variance 2

h  increases, our PBL process provides substantial average 

throughput enchantment, with significantly lower decay pace over the goodput rate oriented 

PBL process used in ECS [17], [24], [56], EIOS [14], [20], [21], [22], [23] and EIFAS [27], 

[60]. In Figure 3.4, for high channel uncertainty, e.g., 2 0.1h  , the goodput-rate utility 
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dynamics
13

 evoke significantly higher rate reduction than our PBL process in (3.16), e.g., 

ECS’s goodput evokes 2.7dB rate reduction in average, while PE-AETS’s PBL only 1.6 dBm. 

Consequently, our PBL function in (3.16) has also practically higher resistance to channel 

imperfections compared to the goodput-rate oriented PBL functions. In continue we use our 

PBL approach in (3.16) to define the QoS constraint in our cross-layer optimization problem.  

3.5 Cross-Layer Problem Formulation 

In this Section, we formulate the OFDMA cross-layer design for heterogeneous users with 

imperfect channel and outage considerations as a constrained optimization problem based on 

the system models in Section 3.3.  

                                                      
13

 We omit details regarding the goodput-rate utility dynamics as they are extensively presented in 

[56], [60]. 

 

Figure 3.4 - Comparison between the approximated effective data rate in (3.16) and the goodput-

rate by means of average throughput decay versus MMSE variance . 
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3.5.1 Formulation of the Primary Cross-Layer Optimization Problem  

We represent the optimal subcarrier allocation policy with the 
FN K  matrix * *

ijs   S
 

whose  , -thi j  element is the optimal subcarrier allocation index 
*

ijs  of user j  on subcarrier 

i . In addition, we denote the optimal transmitting power allocation policy with the FN K  

matrix * *

ijp   P
 
whose  , -thi j  element is the optimal instantaneous transmitting power 

allocation 
*

ijp   of user j  on subcarrier i . In continue, we can formulate the primary cross-

layer optimization problem as follows
14

. 

Find optimal subcarrier and transmitting power allocation policies * ˆ , 
 

S H Q  and 

* ˆ , , 
 

P H Q  respectively 

such that:                                            
,

1 1

1
min

F

ij ij

NK

ij ij
s p

j iF

E s p
N  

 
 
 


 

 (3.18) 

subject to:                                                                                     0,1ijs  , ,i j , (3.19) 

1

1
K

ij

j

s


 , i , (3.20) 

0ijp  , ,i j , (3.21) 

1 1

1 FNK

ij ij TOTAL

j iF

E s p P
N  

 
 

 
 ,  (3.22) 

max

j jE D T    , j , (3.23) 

out appP P .  
(3.24) 

                                                      
14

 The expectation operator  E   in (3.18)  has been captured over all system states 

 1
ˆ ,

FK N K H Q , while in (3.22) and (3.23) it refers to average delay and power over random realizations of 

the CSIT and QSI realizations, respectively. 
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The primary cross-layer optimization problem in (3.18) - (3.24) is a power 

minimization problem over the instantaneous transmitting power ijp  and the subcarrier 

allocation index ijs . The problem is constrained over QoS, channel and packet outage, 

subcarrier and transmitting power allocation constraints. More precisely, the problem in 

(3.18) - (3.24) targets to minimize the total power transmitted from the BS to the K  

heterogeneous users over all the FN  subcarriers. The subcarrier allocation constraints (3.19) 

and (3.20) are used to certify that only one user j  can occupy a subcarrier i  at a specific time 

slot. Moreover, the transmitting power allocation constraints (3.21) and (3.22) ensure that the 

power cannot take negative values and that the total transmitting power from the BS the K  

users cannot exceed the average total available power at the BS 
TOTALP

15
. Constraint (3.23) is 

the QoS constraint in terms of average delay of each heterogeneous user j , denoted by 

jE D  
16

, and of the maximum delay tolerance 
max

jT  specified by user j ’s queuing 

characteristics
17

. Finally, the outage constraint (3.24) limits the impact of the imperfect 

channel by guaranteeing that the target data outage probability outP  at the PHY layer, satisfies 

a target packet outage probability appP . The target packet outage probability appP  represents 

the packet transmission failure and it is usually specified by the application requirements of 

each user and it is given by  max1 Prapp j jP E D T     . 

It is straightforward that the QoS constraint (3.23) and the outage constraint (3.24) 

have been defined in terms of higher layer parameters meaning that they do not comply with 

                                                      
15

 We remark that although the problem in (3.18) - (3.24) is a power minimization problem, the 

transmitting power allocation constraint (3.22) is not redundant to the problem. The reason is that (3.22) 

guarantees the feasibility of the allocated links since there may be instances, where total transmitting power 

from the BS the K  users is greater than TOTALP . For example in the case where all users are in very bad 

channel conditions the total transmitted power may be larger than the average total available power at the BS 

TOTALP  resulting to infeasible resource allocation. 
16

 The average delay is adopted in the literature i.e., [18], [24], [56], [27] as a performance measure 

of the delay performance. In short, it is recognized that average delay is a good characterization of overall 

delay performance. 
17

 In our model, we assume that users have enough traffic waited in the queue, which is ready to be 

transmitted. Therefore, if a network resource is allocated to a user, that network resource is used up by that 

user. 
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the cross-layer structure. For this reason, the primary cross-layer optimization problem in 

(3.18) - (3.24) cannot be directly solved. To solve the primary cross-layer optimization 

problem in (3.18) - (3.24) a first step is to express the two constraints (3.23) and (3.24) by 

means of PHY layer parameters. 

3.5.2 Correlation of Outage and QoS constraints in the Cross-Layer 

Optimization Problem 

In this Section, we express the QoS constraint (3.23) and the outage constraint (3.24) of the 

primary cross-layer optimization problem in (3.18) - (3.24) in terms of optimization variables. 

To transform the QoS constraint (3.23), we need to establish a relationship between 

the approximated effective data rate for user j  given in (3.17) and its traffic characteristic 

tuple max, ,j jF T  
   as described in Section 3.3.3. In our queuing analysis presented in 

Appendix A.4, we use the following Lemma. 

Lemma 3.1 - A sufficient condition for the QoS constraint (3.23) of the primary cross-layer 

optimization problem in (3.18) - (3.24) is 

 

2

max

2 1

j j

j

j j

E X
T

E X





 
 


   

,     (3.25) 

where jX  denotes the service time of the packets of user j . 

Proof - The proof of Lemma 3.1  is presented in Appendix A.4.                                       

From Lemma 3.1 we can transform the QoS constraint (3.23) to an equivalent cross-

layer rate constraint that directly relates the approximated effective data rate for user j  in 

(3.17) with the queuing parameters of each user j , e.g., packet size F , maximum delay 

tolerance 
max

jT  and Poisson arrival rate j . 
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Proposition 3.1 - A necessary condition for the QoS constraint (3.23) of the primary cross-

layer optimization problem in (3.18) - (3.24) is 

 max

1

, ,
FN

ij ij j j j

i

E s r q F T 


 
 

 
 ,    (3.26) 

where  max, ,j j jq F T   represents the equivalent traffic arrival rate at the user j ’s queue in 

bits/sec/Hz given by       max, , 1/ / /j j j j s Fq F T q t BW N   , with jq  to denote the 

equivalent traffic arrival rate at the user j ’s queue in bits given by 

  max max max

max
2

2
j j j j j j j

j

F
q T T T

T
      ,    (3.27) 

and / FBW N  to refer to the bandwidth allocated to each subcarrier i . 

Proof - The proof of Proposition 3.1  is presented in Appendix A.4.                    

From Proposition 3.1, we correlate the PHY layer with the higher-layer parameters of 

each user j  as the condition in (3.26), expresses the equivalent rate constraint, which 

indicates that the scheduled approximated effective data rate for user j  in (3.17) should be at 

least the same as the incoming traffic arrival rate to user j ’s queue  max, ,j j jq F T  . In 

addition, we can derive another condition regarding the stability of the queues in our system 

as follows. 

Proposition 3.2 – If the maximum delay tolerance 
max

jT  of a user j
 

is infinite, e.g., 

max

jT  , then a necessary condition for the QoS constraint (3.23) of the primary cross-

layer optimization problem in (3.18) - (3.24) is written as 

1

1
/

FN

F
ij ij j

i s

N
E s r F

t BW




  
   

   
 ,    (3.28) 

which is a condition that guarantees the stability of each user j ’s queues. 

Proof - The proof of Proposition 3.2  is presented in Appendix A.4.                    

In Proposition 3.2, the condition (3.28) guarantees the stability of all the K  users’ 

queues in our system by signifying that the system should provide the scheduled 
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approximated effective data rate even to the delay-insensitive users with no delay 

constraints
18

. In other words, the condition in (3.28) is a low bound of the condition (3.26) in 

Proposition 3.1 indicating that the scheduler must provide an approximated effective data rate 

of at least the same rate as the bits arrival rate jF  to user j ’s buffer. 

We remark that several studies in the existing literature on one hand denote the QoS 

constraint in the form of, e.g., 
ijE r q    , where q  is the minimum throughput 

requirement, but on the other hand they do not correlate q  with the PHY layer parameters. 

In fact, for simplicity reasons, many authors blur the scheduling process by assuming that the 

BS has an a priori knowledge of the minimum throughput requirement q . We bypass these 

issues with our expressions in Proposition 3.1 and Proposition 3.2, which provide precise 

correlations between each user’s traffic arrival rate and maximum delay tolerance acquired 

from higher layers, with its approximated effective data rate at the PHY layer. 

Furthermore, we focus on the outage constraint (3.24) in the primary cross-layer 

optimization problem in (3.18) - (3.24). As mentioned in Section 3.5, the outage constraint 

(3.24) limits the impact of the imperfect CSIT. In other words, by fixing the maximum impact 

of the imperfect CSIT with the target packet outage probability appP , the solution of the 

primary cross-layer optimization problem in (3.18) - (3.24) is valid, provided that the CSIT 

imperfection is fitted in the PBL process (3.16). Hence, we account potential packet outage in 

the primary cross-layer optimization problem in (3.18) - (3.24) by imposing the outage 

constraint (3.24) in the PBL process (3.16) to obtain the new expression of the approximated 

effective data rate as 

 
2

1

2 22
2

ˆ ˆ2 1
log 1

ˆ

ij ij ij ij h app

ij

z
ij ij z

h p h p Q P
r E

h p



 

  
  

    
   
  

.  (3.29)  

                                                      
18

 It is noted that a queue is stable when there is no infinitely number of backlogged packets in the 

steady state [27]. 
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3.5.3 Reformulation of the Power-Efficient Cross-Layer Optimization Problem  

Considering the new expression of the approximated effective data rate in (3.29) as well as 

Proposition 3.1 and Proposition 3.2, we are now ready to formulate the power-efficient cross-

layer optimization problem as follows. 

Find optimal subcarrier and transmitting power allocation policies * ˆ , 
 

S H Q  and 

* ˆ , , 
 

P H Q  respectively 

such that:                                         
,

1 1

1
min

F

ij ij

NK

ij ij
s p

j iF

E s p
N  

 
 
 

  (3.30) 

subject to:                                                                                    0,1ijs  , ,i j , (3.31) 

1

1
K

ij

j

s


 , i , (3.32) 

0ijp  , ,i j , (3.33) 

1 1

1 FNK

ij ij TOTAL

j iF

E s p P
N  

 
 

 
 ,  (3.34) 

 
 

2
1

max

2 22
21

ˆ ˆ2 1
log 1 , ,

ˆ

FN
ij ij ij ij h app

ij j j j

i z
ij ij z

h p h p Q P
E s q F T

h p




 





   
   

     
    
   

 , j . (3.35) 

In the power-efficient cross-layer optimization problem in (3.30) - (3.35), the 

subcarrier and transmitting power allocation constraints (3.31) - (3.34) are the same with 

constraints (3.19) - (3.22) of the primary cross-layer optimization problem in (3.18) - (3.24). 

The new QoS constraint (3.35), is the transformed QoS constraint (3.23) including the outage 

constraint (3.24) of the primary cross-layer optimization problem in (3.18) - (3.24) and 
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signifies that the approximated effective data rate of each user j  must be larger or equal than 

the equivalent rate at user j ’s queue
19

. 

It is obvious that the power-efficient cross-layer optimization problem in (3.30) - 

(3.35) is a mixed combinatorial problem as the optimization variable ijs  is discrete and the 

optimization variable ijp  is continuous. According to [59] and [135], the power-efficient 

cross-layer optimization problem can be solved via a combinatorial solution explained as 

follows. For each possible subcarrier allocation index ijs , we calculate the instantaneous 

transmitting power allocations ijp  and its corresponding approximated effective data rate 

allocations ijr  for a selected user j  over a subcarrier i . Then, for all the different cases, we 

can enumerate all the FN
K  possible combinations of the subcarrier allocation indexes ijs s, 

considering as optimal the one that gives the smallest power. With that way, the 

combinatorial solution evaluates the total power transmitted from the BS to the K  

heterogeneous users over all the FN  subcarriers given in (3.30). However, as we perform 

FN
K  searches, the combinatorial solution is highly complex and it is infeasible to be applied 

in real-time systems, i.e., when 2048FN   and 200K  .  

In follow, we make the power-efficient cross-layer optimization problem in (3.30) - 

(3.35) more tractable and we present low complex and power-efficient optimal solutions. 

3.6 Convex Optimization-based Power Efficient Optimal Allocation Strategies 

In this Section, we show that the power-efficient cross-layer optimization problem in (3.30) - 

(3.35) can be transformed into convex optimization problem and we initialize convex 

optimization to derive its optimal solutions. 

                                                      
19

 In the power-efficient cross-layer optimization problem in (3.30) - (3.35), we use the queuing 

condition in Proposition 3.1 instead of the queue stability condition in Proposition 3.2 for the reason that the 

queue stability condition in Proposition 3.2 is straightforward obtained from the queuing condition in 

Proposition 3.1 when 
max

jT   (see Appendix A.4). 
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3.6.1 Convexity of the Power-Efficient Cross-Layer Optimization Problem 

With the intention to define new solutions with reduced complexity compared to the 

combinatorial solution of the power-efficient cross-layer optimization problem in (3.30) - 

(3.35), we utilize a widely adopted technique in the context of subcarrier assignment in 

OFDMA systems [109], [137], [138], [139], known as subcarrier time-sharing relaxation 

[140]. 

In particularly, we transform the discrete variable ijs  into the continues variable

 0,1ijs  , which denotes the subcarrier time-sharing factor.  The subcarrier time-sharing 

factor ijs  indicates the portion of time that subcarrier i  is assigned to user j  during each 

transmission frame. Hence, we can compute the non-integer fractional part  frac   of ijs  by 

its fractional function  ij ij ijfrac s s s      for  0 1ijfrac s  . To further understand the 

subcarrier time-sharing relaxation in its full measure, we provide the following example. Let 

us assume that an OFDM transmission frame is consisted by   OFDM symbols
20

 and that in 

each frame, user j  can use the -thi  subcarrier in ijs   symbols. Then, the approximated 

instantaneous effective data rate ijr  and the instantaneous power transmission  ijp  over the   

symbols are scaled by the same factor ijs , e.g., we can write that ij ij ijr s r  and ij ij ijp s p , 

respectively. Thus, the time-share of each subcarrier i  can be taken into account
21

. 

In continue, we examine the convexity of the power-efficient cross-layer optimization 

problem in (3.30) - (3.35). 

                                                      
20

 For this example, we consider that the general expression of the positive number   used in this 

Thesis, is a very large number. 
21

 A notable property of subcarrier time-sharing relaxation lays on the fact that OFDM channels are 

frequently time-varying hence, they may not remain unchanged long enough for time-sharing to be feasible. 

However, the authors in [140] show that subcarrier time-sharing is feasible and also more effective in cases 

where the number of subcarriers or the packet size is large. 
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Proposition 3.3 - Given the subcarrier time-sharing factor  0,1ijs   and the new power 

transmission variable ij ij ijp s p , the power-efficient cross-layer optimization problem in 

(3.30) - (3.35) is a convex optimization problem over the non-empty and convex set  ,ij ijs p  

if the variables ijs  and ijp  vary in the region determined by the relationship 

  

2
2 2

2
1

2 2

ˆ ˆ

8 1 1
ij ij ij

app

h ij z

h h p
Q P

s 



 
 

   
 
 

.    (3.36) 

Proof - The proof of Proposition 3.3 is presented in Appendix A.5.                     

In Proposition 3.3 we show that the power-efficient cross-layer optimization problem 

in (3.30) - (3.35) has a unique global optimal solution, which can be obtained in polynomial 

time if ijs  and ijp  vary according to condition (3.36). We remark that in [16], where authors 

propose the single-user version of our PBL process, a similar condition to (3.36) bounds the 

effectiveness of convexity of the corresponding problem to a region. The physical meaning of 

these limitations is that the validity of such optimization problems is dependent on the 

channel’s conditions. However, it is extremely rare the convexity conditions to be breached as 

it only happens upon extremely bad channel conditions, e.g., in our case for 0.9appP  , 

2 8h   and 
2

ˆ 0ijh  . Considering realistic systems, such transmission conditions are almost 

impossible to occur due, i.e., to modern networks’ infrastructure and mobile devices’ 

technology. Nevertheless, in the case where our convexity condition (3.36) is not satisfied the 

global optimal solutions can be derived either through utilizing a low complex search as in 

[24], [17] or, in the worst case, via a combinatorial search similar with the one described in 

Section 3.5.3. It is also evident that relative schemes [14], [17], [23], [24], [56], [60], which as 

we will see later provide infeasible allocation even in better transmission conditions, utilize 

such numerical processes to obtain the global optimum solution. However, to further 

emphasize the rarity of utilizing such numerical processes, we state that although our 

simulations tend to match practical conditions, none of the examined schemes required 

numerical process to derive its optimal solutions. 
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In the next Section, we provide the optimal solution of the power-efficient cross-layer 

optimization problem in (3.30) - (3.35). 

3.6.2 Convex Optimization-based Optimal Allocation Strategies 

As the power-efficient cross-layer optimization problem in (3.30) - (3.35) is a convex 

optimization problem and also it is a resultant reformulated problem of the primary cross-

layer optimization problem in (3.18) - (3.24), we utilize convex optimization to derive the 

optimal allocation strategies. In particular, after defining the Lagrangian function and the 

KKT conditions, we derive the optimal transmitting power allocation policy as follows. 

Theorem 3.3 - Given the imperfect channel realization ˆ
ijh , the optimal transmitting power 

allocation policy 
* *ˆ

ij ijh p      
P  has individual matrix elements the optimal instantaneous 

transmitting power allocation 
*

ijp  of user j  on subcarrier i  given by 

 

 ** 22
*

* 2 *
*

12ˆ ,  1
ˆ2 1

0                                                                      , otherwise

F j z
ij ij ij

ij F j
ij

N
h s

p Nh

 




              



, ,i j , * 1  ,  (3.37) 

where 
*

j  and *  are the optimal Lagrangian Multipliers (LM) related to the QoS constraint 

(3.35) and the transmitting power allocation constraint (3.34), respectively, the variable ij  is 

used for notational brevity and it is given by 

 
  2 1 *

3

*

4 2 1 1
ˆ ˆ h z app

ij ij ij

F j

Q P
h h

N

  




   
   
  

  

, ,i j ,
 

(3.38)
 

 

while the notation  x


 means  max 0, x . 

Proof - The proof of Theorem 3.3 is presented in Appendix A.6.                         

Relying on Theorem 3.3 we derive the optimal subcarrier allocation policy
 
as follows. 
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Theorem 3.4 - Given the imperfect channel realization ˆ
ijh , the optimal subcarrier allocation 

policy 
* *ˆ

ij ijh s      
S  has individual matrix elements the optimal subcarrier allocation index 

*

ijs  of user j  on subcarrier i  given by 

* *

*

* *

ˆ0,  if 

ˆ1,  if 

i j ij

ij

i j ij

H
s

H

 

 

  
 

 

, ,i j ,    (3.39) 

where *

i  is the optimal LM related with the subcarrier allocation constraint (3.32) and the 

variable ˆ
ijH  is used for notational brevity and it is given by 

  
 

 2 1
2

2 2
2

2 4

ˆ2 1
ˆˆ log 1

1 1ln 2 1 ˆ
2ˆ

ij ij h appij

ij ij ij

ij
ij ij ij

z
ij

h Q P
H h

h

h

 


  


       
      

 , ,i j . (3.40) 

with 
* 1ij F j ijN      and 

2
ˆ

ij ij ijh    . In addition, the optimal subcarrier allocation 

policy 
* ˆ

ijh 
 

S  is decoupled among the FN  OFDM subcarriers to obtain the optimal user 

denoted by *j  with the following searching process, which is always feasible. 

For 1i   to FN  find 
 

*

1,

ˆargmax ij
j K

j H


  and set 

*

*

*

1,  

0,   does not exist
ij

j j
s

j

 
 


. (3.41) 

Proof - The proof of Theorem 3.4 is presented in Appendix A.6.                      

Once we derive the optimal transmitting power allocation policy 
* ˆ

ijh 
 

P  and the 

optimal subcarrier allocation policy 
* ˆ

ijh 
 

S  from Theorem 3.3 and Theorem 3.4, respectively 

we can define the optimal approximated effective data rate allocation policy 
* *ˆ

ij ijh r      
R  

as follows. 
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Theorem 3.5 - Given the imperfect channel realization ˆ
ijh , the optimal approximated 

effective data rate allocation policy 
* *ˆ

ij ijh r      
R  has individual matrix elements the 

optimal approximated effective data rate 
*

ijr  of user j  on subcarrier i  given by 

 

    
 

1 2 * **

*

2 * 2 *

ˆˆ 2 1 2 1
log

ˆ ˆ2 1

h app ij z ij jij ij j

ij

z ij ij ij j

Q P hh
r

h h

     

   


        

           

, ,i j , * 1  .  

(3.42) 

Proof - The proof of Theorem 3.5 is presented in Appendix A.6.                              

In the next Sections, we discuss the implementation process of the optimal allocation 

policies presented in Theorem 3.3, Theorem 3.4 and Theorem 3.5, and some specifications of 

PE-AETS. 

3.6.3 Implementation Process of the Optimal Allocation Policies 

The optimal APA policy in Theorem 3.3 has the form of multi-user water-filling strategy with 

power water-level of each user j  to be given by  * *1 / j  . This means that the optimal 

power is allocated according to the CSIT across subcarriers and the QSI of each user j . The 

optimal LMs *  and 
*

j  can be perceived as the resource scheduling calibrators of the 

system, e.g., the users with urgent packets to transmit are allocated with a high power water-

level , while the users with non-urgent packets are assigned with lower water-

levels * 1  . Moreover, the optimal subcarrier allocation in Theorem 3.4 can be interpreted 

as a policy, where a user with high urgency (defined by the LM 
*

j , which is depended on the 

urgency of the delay requirements) has higher chance of being allocated with subcarriers, 

while users with the same urgency level (the LMs 
*

j  are the same) have the same chance and 

subcarriers are allocated to the user with the best CSIT among this user group. As the search 

for the optimal user *j  in  (3.41) of Theorem 3.4, is depended on the number of the K  users 

 * *1 / j 
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and the 
FN  OFDM subcarriers, it has low linear complexity given by  FN K . 

Nevertheless, to derive the optimal DSA strategies presented in Theorem 3.3, Theorem 3.4 

and Theorem 3.5 we must firstly obtain the optimal LM *  and 
*

j  through solving the 

following system of non-linear equations. 

 

   

* * * *

1 1

* * * * * max

1

, 0

, , , 0,  

F

F

N K

j TOTAL ij ij

i j

N

j j j ij ij j j j

i

P P E s p

f E s r q F T j

 

   



 



  
    
  


  
       

  





,  (3.43) 

where  * *,jP    and  * *,j jf    are functions that represent the optimal KKT conditions 

(see Appendix A.6) related with PE-AETS’s transmitting power allocation and QoS 

constraints, respectively. We can obtain the solution of the system in (3.43) via an iterative 

mechanism that finds the roots of the non-linear equations in (3.43) based on the Secant and 

bisection methods [135]. For this reason, PE-AETS is an iteration-dependent scheme and its 

overall complexity is depended on the complexity of the iterative mechanism. For example, 

considering that the iterative mechanism has stopping criterion the difference between two 

successive  * *,j   [59], [135] and assuming that it aims to δ-optimality, PE-AETS’s overall 

complexity is on the order of  21/  , meaning that its overall complexity increases from 

 FN K  to  2/FN K  . The value of the term 21/   depends on the number of 

loops l  of the adopted root-finding method that derives the optimal LMs 
*

j  and * . As 

shown in Figure 3.5, the first loop begins by fixing *  and finding  *

j , meaning that it has 

complexity of 
 *

j
FN K



 
  

 
, where 

 *
j

  is the number of iterations required in one 

loop to find  *

j . Then for the derived  *

j  the second loop starts to search for a new LM 

* , meaning that it has complexity of  *K


 , where *
  is the number of iterations 

required to find * .  The process continues until the optimal *  and  *

j  are found. Hence, 
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Figure 3.5 - Iterative mechanism of PE-AETS using the Secant and bisection root-finding methods. 

the extra complexity is 
  **

j
 

 
    
     ** 1

j
Fl N K K



  
        

 and hence, 

the actual total computational complexity is 
   **

2 1
j

F FN K l N


  
         

, where 

 *
j

 , *
  and l  depends on the adopted root-finding method. It is shown in [141] that the 

most efficient among all the commonly used root-finding methods in terms of computational 

time and accuracy is the semi-implicit-root finding (SIR) [46] and the Newton’s-like [45] 

method. Nevertheless, considering the overall complexity of several schemes proposed in the 

relevant literature, i.e., [20], [21], [22], [23], [24], [27], PE-AETS’s overall complexity is 

comparably low. 

 Let us now examine the convergence of the iterative root-finding mechanism 

illustrated in Figure 3.5. In Part 1, where the mechanism uses  * *,j jf    in (3.43) to find the 

optimal LMs 
*

j  for fixed LM  , the convergence of the iterative mechanism is ensured as a 
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similar mechanism is used in [140], where its convergence is proven. In addition, as 

 * *,jP    in (3.43) is monotonic in * , in Part 2 can we find the optimal LMs   for fixed 

optimal LMs 
*

j  via the bisection root-finding mechanism, which also converges once the 

initial range gives a bracketing interval. In addition, in the case where the optimal LM *  is 

equal to one, e.g., * 1   then the proposed allocation policies in Theorem 3.3, Theorem 3.4 

and Theorem 3.5 are infeasible as all subcarriers would be power-off. However, the condition 

* 1   is a theoretical limitation, which is almost impossible to occur in reality as, e.g., we 

can exclude it via our implementation mechanism. In addition, we remark that such 

limitations are unavoidable in such complex modelling, i.e., the allocations in [16], [24], [45], 

[56], are infeasible under perfect or very high CSI. Consequently, the iterative root-finding 

mechanism used in PE-AETS always converges to the optimal LMs.  

3.6.4 Specifications on PE-AETS Scheduling 

To gain insight of the behaviour of PE-AETS’s optimal scheduling, in this Section we discuss 

the asymptotic performance gain due to multi-user diversity, the impact of the imperfect 

channel on the service time of each packet, the packet multiplexing process and the accuracy 

of our optimal policy. To avoid confusion, we separate our discussions into four different 

topics as below. 

1) Asymptotic Multi-User Diversity Gain - The optimal approximated effective data rate 

allocation policy in Theorem 3.5 performs asymptotically and also it is enhanced throughput 

exploiting multi-user and multi-carrier diversity. In fact, we show with simulations that PE-

AETS attains equivalent throughput gains due to multi-user diversity exploitation to the 

schedulers in [56] and [23]. Moreover, although we formulate our PBL process in (3.16) 

relying on independent-bit encoding, PE-AETS does not result in negative leverage of the 

frequency diversity gain. The reason is that in quasi-static fading channels, either independent 

or joint subcarrier encoding bring equivalent frequency gain, while in multipath channels, the 

joint subcarrier encoding technique produces inconsequential gains of maximum 0.3dBm over 
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independent encoding. This effect is shown in [16] and it is also validated in our simulation 

results. 

2) Impact of Channel Imperfectness on Service Time - In the evaluation of the whole 

transmission-retransmission duration (or the service time of each packet), it is assumed that a 

packet is re-transmitted immediately whenever outage error occurs. The retransmission is 

repeated until the packet will be successfully delivered before the transmission of other 

packets. Hence, considering our discussions in Appendix A.3, for target packet outage 

probability fixed for all time slots, e.g., out appP P , the mean of the geometric distribution of 

the service time of each packet represents the average outage slots before each time slot of 

successful transmission and it is given by  / 1app appP P  with parameter 1 appP . This means 

that compared to the packet transmission duration in the perfect CSIT case given by 

 1/ 1 appP , the transmission duration under imperfect the channel realizations ˆ
ijh  is 

   1 / 1app appP P   times higher. In addition, the average service time jE X    
of each user 

j  with imperfect channel, can be calculated by the total service time of all packets averaged 

over the number of packets served by this user given by /j jE X F E r        as in the perfect 

CSIT case, i.e., [23]. 

3) Packet Multiplexing - As shown in Figure 3.1, the MAC and PHY layer packets are 

multiplexed over time composing packet frames at the cross-layer, namely MAC-frames. In 

the presented simulations, the number of packets is calculated in the unit of MAC-frames and 

it is averaged to a finite granularity approximation [142] of the corresponded averaged 

number of subcarriers FN  allocated to user j . In addition, the approximation assists to 

calculate the average delay jE D    of user j  by /j F jE D N     , which expresses the 

time-averaged number of packets in the user j ’s queue. Thus, packets are served and 

multiplexed through a realistic but exhaustive cross-layer service [143], where only the 

packets that arrive before or during the current MAC-frame can be served in the present 

MAC-frame. We omit the presentation of the cross-layer multiplexing procedure between the 
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packets at the / /1/ /M G    queues and the arriving packets at the PHY layer, as it is out 

of the scope of this Thesis. 

4) Accuracy of the Optimal Policy - Let us now inspect the effect of the subcarrier time-

sharing assumption in PE-AETS. When the optimal subcarrier allocation index 
*

ijs  in  of 

Theorem 3.4 and the optimal transmitting power 
*

ijp
 
in  of Theorem 3.3 are substituted in the 

modified the power-efficient cross-layer optimization problem in (3.30) - (3.35), we obtain an 

upper bound of the system’s effective throughput, e.g., *R . Similarly, if 
*

ijs
 
and 

*

ijp  are used 

in the primary cross-layer optimization problem in (3.18) - (3.24), then we determine a lower 

bound of the system’s effective throughput, e.g., *R . Assuming that *R  is the actual system’s 

effective throughout determined through solving the primary cross-layer optimization 

problem in (3.18) - (3.24) with the exhaustive FN
K  combinatorial search presented in Section 

3.5.3. Then the correlation between the three throughputs obviously is given as * * *R R R  . 

The difference between the lower and the upper bound of the system’s effective throughput, 

e.g., * *R R , shows the accuracy of our proposed solution. We can evaluate experimentally 

that the proposed optimal policy is accurate as our optimal results deviate only 0.025% in 

average from the actual system’s effective throughpout *R . Similar results are derived by 

valuations made in [17], [24], [56] where subcarrier time-sharing relaxation has been also 

considered. However, the accuracy of such proposals is difficult to be precisely classified for 

the reason that in most of the cases the exhaustive FN
K  combinatorial search does not 

converge to an optimal solution. 

3.7 Simulations 

In this Section, we present simulations to examine the performance of PE-AETS in 

comparison with the relative schemes ECS [17], [24], [56], EIOS [14], [20], [21], [22], 

[23] and EIFAS [27], [60]. 
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3.7.1 Simulation Modelling 

We consider a prototype single-cell OFDMA system with channel bandwidth of 80BW 

KHz equally distributed among 32FN   subcarriers, each one having five independent paths, 

e.g., 5 . In addition, we specify five different classes of users denoted by 

 1 2 3 4 5, , , ,C C C C C , with the QoS requirements of each class to be characterized by the tuple 

           , , 0.8,2,125 , 0.5,3,125 , 0.4,4,125 , 0.15,8,125 , 0.15,1000,125λ T F .  From the 

tuple structure we clarify in Table 3.1 each user’s minimum requirements, depended on its 

class, in terms of average approximated effective data rate. Furthermore, considering users 

with pedestrian mobility, where the coherence time of the channel fading is around 20ms or 

more [56], we set the scheduling slot duration to 2st  msec and we assume that each packet 

has size of 125F  bits. To make our simulation model more realistic, we consider that all the 

heterogeneous users suffer signal path-loss from the BS. The signal path-loss jPL  of user j  

is computed by [134] 

    20 10 010 log /
sd

j jPL PL d d d sd


    (in dBm),   (3.44) 

where  0PL d  is the reference path loss at a reference distance 0d , jd  is the distance of user 

j  from the BS,   is the path loss component and 2
sd

sd


 is the Gaussian random variable for 

shadowing with standard deviation 2

sd . We remark that we keep consistency among 

 Class 1 Class 2 Class 3 Class 4 Class 5 

Poission arrival rate ιj (packets/time slot) 0.8 0.5 0.4 0.15 0.15 

Min. delay requirement  (time slot) 2 2 4 8 1000 

Min. delay requirement   (sec) 0.004 0.004 0.008 0.016 2 

Min. equivalent rate   

(bits/sec/Hz) 

25.00 17.08 12.50 4.94 3.75  

Table 3.1 - Minimum requirements of each heterogeneous class of users, depended on each 

user’s QoS demands. 
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comparisons between the examined schemes, by adopting identical channel, traffic and 

optimization conditions, i.e., all schedulers can handle delay constraints and are affected by 

Channel SUI-3 

Terrain Type B  Tap 1 Tap 2 Tap 3 Tap 4 Tap 5 

Doppler Spread Low Delay 0   μs 310 ns 710 ns 1090 ns 1730 ns 

Spread Low Power (omni ant.) 

90% K-factor (omni) 

75% K-factor (omni) 

0   dB 

1   dB 

7   dB 

-1  dB 

0   dB 

0   dB 

-9   dB 

0   dB 

0   dB 

-10  dB 

0   dB 

0   dB 

-15  dB 

0   dB 

0   dB 

Line of Sight Low Power (30° ant.) 

90% K-factor (30°) 

75% K-factor (30°) 

0   dB 

3   dB 

19 dB 

-11 dB 

0    dB 

0    dB 

-22 dB 

0    dB 

0    dB 

-10  dB 

0   dB 

0   dB 

-25.2 dB 

0   dB 

0   dB 

  Doppler Spread 0.4 Hz 0.3 Hz 0.5 Hz 0.5 Hz 0.6 Hz 

Antenna Correlation                   

Gain Reduction Factor               GRF = 3 dB 

Normalization Factor                  dB 

Omni Antenna                            μs 

Overall K                                    K=0.5 (90%); K=1.6 (75%) 

30
o
 Antenna                                μs 

Overall K                                    K=2.2 (90%); K=7.0 (75%) 

Max. Doppler Spread                 50 Hz 

Coherence Time                         20 ms 

Symbol Duration                        0.1 ms 

Subcarrier Spacing                     1000 Hz 

Pass-band Bandwidth                 0.16 - 5.12 GHz 

Channel Bandwidth                    0.8 – 2.56 GHz 

Subcarrier Bandwidth                 2500 Hz 

Number of Subcarriers               32 – 1024 

Subcarrier Seperation                 10.94 KHz 

Symbol Duration                        102.86μs 

Number of OFDM Symbols       48 symbols per 5ms with CP 1/8 of the usefull symbol duration 

FFT Length                                 32 - 512 

User Distance                              0 – 500 m 

Receive Antenna Beam Width   Omni directional (360
 o
) and 30

o
 with vertical polarization 

Coverage                                     90% cell coverage with 99.9% reliability at each location covered 

Cell Size                                      5 Km 

BS Antenna Height                     20 - 30 m 

Receive Antenna Height              1 - 6 m 

BS Antenna Beam Width            120
 o 

Speed                                           2 - 100 Km/h 

Table 3.2 - Channel specifications according to SUI-3 for pedestrian and vehicular enviroments. 
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the same imperfect channel and outage conditions. Also, to clarify our simulations, in 

Appendix A.7 we study the impact of the channel imperfectness on the error-inconsiderate 

schemes EIOS [14], [20], [21], [22], [23] and EIFAS [27], [60]. However, we omit details 

regarding the performance gain due to multi-user diversity as they have been studied in [56]. 

We remark that the channel specifications have been set according to Stanford University 

Interim (SUI) channel model type SUI-3 [144] shown in Table 3.2. The SUI-3 channel 

specifications are used in IEEE 802.16 standard [5] and are considered appropriate for testing 

wireless systems for pedestrian and vehicular mobility in urban enviroments. Finally, all 

simulations have been obtained through using the programs developed by us in MatLab. 

3.7.2 Simulation Results 

In Figure 3.6, we consider a system with    1 2 3 4 5, , , , 0,0,0,4,0C C C C C  , 5.2TOTALP  dBm 

and homogeneous signal path-loss between users and BS with parameters 0 1d  m, 

1,2,3,4 50d  m, 3.5   and 2 8sd  dB [134]. It is obvious that EIFAS and EIOS are highly 

sensitive to the increase of the channel uncertainty. In fact, both schemes cannot provide the 

 

Figure 3.6 - Comparison regarding the power efficiency of PE-AETS: minimum required power 

versus the MMSE variance . 
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minimum required throughput of 19.76bits/sec/Hz (see Table 3.1) even when channel 

uncertainty is very low, i.e., 2 0.03h  , as both schemes require more power than the 

available to the BS. On the other hand, ECS and PE-AETS perform better due to their 

imperfect channel considerations. Nevertheless, PE-AETS clearly outperforms ECS as it 

always requires less power than ECS to provide the desirable throughout. Actually, PE-AETS 

manages to satisfy all users under very high channel uncertainty, e.g., 2 0.3h  , where all 

other schemes require much higher power than 5.2TOTALP  dBm
22

. The same observations are 

made, when the signal path-loss between users and BS is heterogeneous, e.g., for 1 200d  m, 

2 400d  m, 3 600d  m and 4 800d  m. In this case, again PE-AETS notably outperforms 

ECS, EIOS and EIFAS, while all schemes require slightly more power than in the case with 

                                                      
22

 To clarify our model’s behaviour at critical points of operation we set the value of the supplied 

power TOTALP  congruent with the number of the heterogeneous system users and their parameters, i.e., at 

resource starvation we can have clear observations on the performance of the allocation descicion by setting 

5.2TOTALP  dBm and 4 4C  . Similar way of simulations has been adopted in relevant studies such as [4], 

[15], [21], [24], [56], [114], [169]. One decibel per milli Watt (dBm) is computed by 

 1010 log /1 mWattdBmW P  , where P  is the terminus power [93]. 

 

Figure 3.7 - Comparison regarding the throughput efficiency of PE-AETS: average effective 

throughput versus the MMSE variance . 
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homogeneous signal path-loss
23

. The corresponding throughput performance is shown in 

Figure 3.7, where PE-AETS achieves significantly higher throughput than ECS, EIOS and 

EIFAS under any imperfect conditions and it also provides the desirable minimum throughput 

at high channel uncertainty, e.g., 2 0.3h  . In addition, as depicted in Figure 3.8, thanks to 

opportunistic scheduling, PE-AETS appears to retain substantial throughput gain due to 

frequency (see Section 3.4.2) and multi-user diversity exploitation, attaining equivalent 

throughput gains to ECS and EIOS. 

Moreover, we examine the throughput/power performance of each scheme for a 

larger system with    1 2 3 4 5, , , , 1,3,3,3,0C C C C C  , where all users suffer from the same 

signal path-loss. From Figure 3.9a, we observe that for very low channel uncertainty from one 

hand all schemes satisfy the minimum required effective throughput of 128.62 bits/sec/Hz 

(see Table 3.1) but on the other hand each scheme has matching power values to result into 

                                                      
23

 In the following simulations, we shall omit illustrating the path-loss effect as it does not affect 

the behaviour of each of the examined schemes and also because large number of graphs presented in one 

figure may cause confusion. 

 

Figure 3.8 - Comparison regarding the throughput efficiency of PE-AETS: channel gain 

versus the number of system users. 
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different effective rates. Contrariwise, over a certain average effective throughput operation, 

each scheme needs extra power consumption as we swift from PE-AETS to EIFAS
24

. 

This difference between the power requirements of each scheme expands further 

when the channel uncertainty increases, as we notice from Figure 3.9b and Figure 3.9c. 

Figure 3.9d illustrates more obvious outlooks, where EIFAS and EIOS are unable to provide 

the minimum required effective throughput, while ECS maintains large deviations over PE-

AETS’s power/throughput curve witnessing that our scheduler bears supplementary resilience 

to channel error and achieves significantly power/throughput performance beyond all other 

schemes. 

As the power/throughput efficiency and the endurance to channel errors of PE-AETS 

have been thoroughly demonstrated in Figure 3.6, Figure 3.7, Figure 3.8 and Figure 3.9, we 

                                                      
24

 Some values of the average effective throughput in Figure 3.9 may be unrealistic from a practical 

point of view. Nevertheless, such throughput/power performance regards the theoretical operation of the 

presented prototypes and implies on the comparison of each of the examined scheduler’s performance at 

large scale practical systems, i.e., for WiMAX networks with 1000K   and 4096FN  . In addition, for 

fair comparisons and to keep consistency with relevant works, our simulation settings comply with those in 

[14], [17], [20], [21], [22], [23], [24], [27], [56], [60]. 

 

Figure 3.9 - Comparison regarding the power/throughput efficiency of PE-AETS: average 

effective throughput versus the average transmitting power. 
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shall now inspect our scheduler’s QoS performance under more realistic conditions. We 

consider a large-scale system of 1024 subcarriers and 60 users of classes 

   1 2 3 4 5, , , , 0,15,15,15,15C C C C C  . The BS is supplied with 30TOTALP  dBm of power and 

the channel has total bandwidth 2.56BW  MHz. We also apply high signal path-loss by 

setting large distances between users and BS, e.g., 1 15 200d   m, 16 30 300d   m, 31 45 400d  

m and 45 60 500d   m. In Figure 3.10, we increase the channel uncertainty and examine the 

average delay of users 1, 16, 31 and 46 of Class 2, 3, 4 and 5, respectively
25

. We observe that  

the opportunistic schedulers PE-AETS, ECS and EIOS deliberate penalize the delay 

performance of the more delay tolerant user 46 to maintain the desired QoS of the less delay 

                                                      
25

 The average delay jE D 
   per user j  can be computed as follows; if 

TOTALrequired Pr r  then 

    / /
TOTALj required P s FE D r r K t BW N        in secs, where 

TOTALPr  is the sum of the rates of all users 

exploiting only the total available power at the BS TOTALP  and requiredr  is the sum of the rates of all users 

computed based on TOTALP  plus any extra required power extraP  to support users’  minimum QoS 

requirements e.g., extra TOTALP P . 

 

Figure 3.10 - Comparison regarding the QoS efficiency of PE-AETS: average delay per system 

user versus the MMSE variance . 
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tolerant users 1, 16 and 31, while the non-opportunistic EIFAS does not provide sufficient 

QoS guarantees. Nevertheless, it is straightforward that PE-AETS exhibits substantially better 

QoS performance over all other schedulers, as it is the only scheme where all 60 users have 

delays less than their the maximum delay tolerance 
max

jT . In contrary, all users suffer by 

87msec, 162msec and 643msec average delays under ECS, EIOS and EIFAS operation. 

Similar conclusions are made by inspecting in Figure 3.11, the average delay of the 

referenced users 1, 16, 31 and 46 versus the system’s background traffic (traffic arrival rate of 

user 46, e.g., 46 ) under average channel uncertainty, e.g., 2 0.1h  . As user 46 becomes 

more delay-sensitive, ECS, EIOS and EIFAS require more power than the supplied to the BS 

to satisfy all users’ minimum requirements hence, they deliver 30.2msec, 135.4msec and 

467.3msec average delay to all 60 users, respectively. On the other hand, the supplied power 

to the BS, e.g., 30TOTALP  dBm, is more than enough for PE-AETS to provide ideal QoS to 

all users. 

In sum, PE-AETS maintains better enchantments over relative schemes, in terms of 

power/throughput and QoS performance due to its increased resilience to channel errors. 

 

Figure 3.11 - Comparison regarding the QoS efficiency of PE-AETS: average delay per system 

user versus the background traffic . 
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3.8 Conclusion 

In this research part, we proposed a power-efficient cross-layer scheduling scheme to provide 

performance enhancements in OFDMA systems with imperfect channel, packet outage and 

heterogeneous users considerations. Initially, we presented the imperfect channel model with 

its estimation procedure and we introduced a PBL process to describe the average effective 

data rate at the PHY layer. In continue, we performed theoretical and practical comparisons to 

show that our PBL process has important advantages over the existed goodput-rate oriented 

PBL process. Furthermore, we correlated each user’s delay constraints from the upper layers 

with its PHY layer parameters through expressing each user’s traffic at its / /1/ /M G    

queue, with an equivalent throughput to its PHY layer. We then formulated a cross-layer 

optimization problem targeting to minimize the average transmitting power subject to 

subcarrier, power and QoS constraints. Through applying subcarrier time-sharing relaxation, 

we show that our cross-layer optimization problem can be transformed into a convex 

optimization problem and we derived its optimal solutions via the Lagrangian optimization 

methodology. The proposed joint optimal adaptive power and dynamic subcarrier allocation 

policy has low linear complexity and performs asymptotically in terms of throughput gain due 

to multi-user and multi-carrier diversity exploitations. With simulation comparisons we finally 

demonstrated that the proposed PE-AETS has superior scheduling versatility than relevant 

schemes as it significantly reduces the overall transmitting power by simultaneously providing 

ideal QoS to heterogeneous users under very uncertain channel conditions. 
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  Appendix A

A.1 Details on Channel Modelling 

In this Appendix, we provide details for the downlink channel model in Section 3.3.1 in order 

to present our channel modelling in its full measure. 

The elements        1 ,..., ,...,
Fj j ij N jn h n h n h n   h  of  nH  are the 1FN   

channel gain vectors with entries the complex-valued channel fading random processes of 

user j . For example, the channel fading random process of user j  on subcarrier i  is given 

by 

    2 /

0

Fi N

ij jh n h n e






 



 ,                                      (3.45) 

where  indicates the imaginary part of a number. The set   jh n  in (3.45), where   is 

the set notation, represents the   multiple paths for the -thj  user in time domain  jh n , 

which are CSCG distributed with zero mean and 
2

j  variance, e.g.,  20, j . Moreover, 

each  jh n  is modelled as a stationary and ergodic discrete-time random process meaning 

that  jh n  is also stationary and hence, the distribution of  j nh  is independent of the 

OFDM block index n  [59]. For this reason as well as for notational brevity we will drop the 

index n  when it does not cause confusion. 

The multiple paths are independent across the K  users and correlated between 

subcarriers. For example, the covariance matrix of the multiple paths between the -thi  and 

-thi  subcarrier of user j  is written as 

 

 

2 /

2 /

1 1

1

F

F

i i N

ij i j i i N

e
E h h

e





  

  

 
         

,    (3.46) 



Appendix A.  Power-Efficient Cross-Layer Design                                                                                   

86 

 

where  E   denotes the expected value of the quantity over the ergodic realizations jh   and 

   denotes Hermitian transpose. 

Furthermore, we assume that the channel is invariant over the duration of each 

OFDM block hence, the channel’s impulse response between the BS and the -thj  user can be 

modelled as an -th  order Finite Impulse Response (FIR) filter with the coefficients the 

channel fading random process ijh  distributed as 
1

~ 0,ijh
 
 

 
 [59]. From block n  to block 

n  the channel is slowly time varying and the channel gain vector  j nh  follows the Jake’s 

model [145], with covariance matrix 
hΜ  given by 

   
 0 2 d s

h j j

I f n n t
E n n





     

Μ h h I .   (3.47) 

In (3.47) the notation  0I   denotes the zero-order Bessel function of the first kind, 

df  the Doppler frequency, st  the block duration and 
 

I  denotes the identity matrix. 

A.2 Channel Error Covariance Matrix and MMSE Variance - Proof of 

Theorem 3.1 

We recall that in our estimation process, the block of   pilot symbols is transmitted at the 

beginning of every frame that contains FR  OFDM symbols. Based on the   pilot symbols, 

we can write the received pilot block vector of length 1   as 

       ,..., 1FR FR         
 

y y y
26

. We can then perform   

measurements to obtain the correlation of the scalar complex channel coefficients h  at the 

frequency domain. It is noted that the complex-valued vector  ny  in (3.1) that describes the 

                                                      
26

 We omit the user index j  in Appendix A.2 to avoid confusion. 
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channel coefficients for each user j  during the -thn  OFDM block, has now length 
FRn  , 

and can be written as 

     FR F FR FRn N n n    y ΣW h z .   (3.48) 

The 
F FN N  matrix Σ  in (3.48) is given by  1 ,..., ,...,

Ft it N tdiag   Σ  with entries 

the pilot symbols on each subcarrier at time instance t , e.g., 
it  is the pilot block on 

subcarrier i  at time instance t . In addition, the FN matrix W  in (3.48) is the truncated 

unit-norm FFT matrix with entries    2 /1
FN i

i

F

e
N

 





  W , 1,..., Fi N , 1,...,   . For 

the ease of presentation, we shall compute in closed form the error covariance matrix 
hΜ  as 

follows. 

Let us assume constant modulus pilot symbols
27

 given as 
22

1 ...
Ft N t tP    , 

where tP  denotes the uplink transmitting power for the CSIT estimation at time instance t . 

We can then define the MMSE estimator as a function   FR  h  to estimate the 

channel coefficient   FR  h
 
by ĥ  through   FR    measurements. By assuming 

that the channel gains are independent of noise, we compute the MMSE estimator as the 

solution of the following system of equations 

y yx M W M ,                                              (3.49) 

where  y EM yy  in (3.49) is the auto-correlation matrix of the received signal and 

  yx FE N M ΣW y  the cross-correlation matrix between the received and transmitted 

OFDM symbols. The MMSE of   FR  h  is given as  

ˆ h F y ,                                                 (3.50) 

                                                      
27

 We assume a uniform power delay profile to clarify our derivations that follow. However, our 

results can be applied to non-uniform power delay profiles such as exponential power delay profile. 
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with F  in (3.50) to denote the optimal filter. The error covariance matrix for the Minimum 

Square Error (MSE) estimator is as shown below 

  

   
 

    

  

ˆ ˆ ˆ ˆ ˆ ˆ

ˆ ˆ  

ˆ ˆ ˆ ˆ  

  

  

h F F F F

F F F

a

F F F F F

F F

x yx

E E N N N N

E N N N

E N N N E N N

E N N

    

  

    

 

     
    

        

      
    

  
  

 

Μ ΔhΔh ΣW h ΣW ΣW h ΣW

ΣW h ΣW ΣW h y F

ΣW h ΣW ΣW h ΣW h ΣW y F

ΣW h F y ΣW h

Μ F Μ

(3.51) 

where   x F FE N N 

   
 

M ΣW h ΣW h  in (3.51) is the auto-correlation matrix of the 

received symbol including the pilot symbols. The zero matrix on the right hand side of 

equation shown with (a) in (3.51) is due to the orthogonality condition of the optimal 

estimator. 

Next, we explicitly calculate the estimator in terms of h , xM  and the noise 

covariance matrix zM , which, as we have assumed constant modulus pilot symbols of 

transmitting power
 tP   and   paths for each of the FN  subcarriers, is written as 

  2

F

z

z

N P
E







 


M zz I .                                  (3.52) 

Moreover, the following relationships can be easy verified [59].

 

y x z Μ hM h M ,                                         (3.53) 

where xhΜ h  is a    matrix, e.g., x Μ hΜ h , with  ,i i  entry  0 2 d FR sJ f i i t    

to denote the correlation between the received symbols based on the time-varying actual 

channel gain and the   pilot symbols and 

yx x 
  ΜΜ hM x ,                                         (3.54) 

where 
Μx  in (3.54) is the 1   vector that denotes the correlation between the incoming 

OFDM symbols on the multiple paths, which is based on the   pilot symbols and our 
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  FR  
 
measurements, e.g.,      0 02 ,..., 2 1d FR s d FR sJ f t J f t


         

 Μx . 

Then the optimal filter F  is given by 

 

 

1

1

  

x z x

z 





 

  Μ

F hM h M hM

Μ M x

.                                        (3.55) 

Applying FFT, and accounting (3.52), (3.55) the MMSE estimator matrix is 

computed as 

 
1

1
2

ˆ

  

  

x x z

z

FN P  





 



 



 



 

  
  

  
Μ Μ

h F yW W

Μ h hΜ h Μ yW W

x Μ I x W W

                           (3.56) 

and its error covariance 
hΜ  from (3.51) can be written as 

  1

1
2

ˆ ˆ

      

      1

h

F
x x x z x

F z

F

E

N

N

N P  









 



 

 
 

  


       
     

Μ Μ

Μ ΔhΔh

Μ Μ h hΜ h Μ hΜ W W

x Μ I x W W

,               (3.57) 

With some manipulations, the covariance in (3.57) yields (3.7) and (3.8) in Theorem 

3.1. This completes the proof of Theorem 3.1.                                 

Clarifications on the estimation process: If we had followed the mean feedback channel 

adopted in [24], [56], [18], [58], [57], the error covariance in (3.57) would have been of the 

form, e.g., 

1
2

1F z
h

F

N

N P
 






  

       
     

Μ Μ I W W . It is easy to verify that 
h
Μ  would be 

a scalar multiple of the identity matrix I  and hence, its diagonal entries, e.g., the channel 

errors ijh , would be equal meaning i.i.d, e.g., 
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1

2

ˆ0 0 1 0 0 0 0

ˆ0 0 0 1 0 0 0
1

ˆ0 0 0 0 1 0 0

F z
h

F

N

N P

 

 

 



  

       
       
                             
         

Μ W W . 

Consequently, we would have had a sphericity non-adaptive estimation pattern as the 

error on each subcarrier would not have been estimated separately regardless each 

subcarrier’s conditions. In contrary, from (3.57) it is straightforward that due to the vectors 

Μx  and 
Μx , and the matrix Μ , our error covariance matrix 

hΜ  is not scalar multiple of 

the identity matrix I . This means that in our case the channel errors ijh , would not be equal 

or in other words non-i.i.d. The reason is that in our case we perform estimations considering 

the conditions of each multi-path subcarrier meaning that our MMSE estimator valuates 

adaptively and thus more precisely the error correlation, e.g., 

 

1
2

1,1 2

2,2

,
2

0 0

0 0

0 00 0
1

0 0

0 0

   

FR

z

F

z

F
Fh

z

F

N P
b

bN
N P

b

N P









  















  

 

    
   
   

            
         
      
                  

       

Μ W W

 

1,

2,

,

ˆ 0 0

ˆ0 0
     

ˆ0 0
FR





  






 

 
 
 

  
 
 
 

 

Therefore, we can perform non-sphericity estimations in contrast to the mean 

feedback channel, where the assumption of sphericity is fundamental. In practice this 

difference has major implication to the overall system’s performance; it is obvious that, 

regardless the efficiency of the resource scheduler, if the MMSE variance is lumpy acquired 

then the scheduler would take its allocation decision on a mistaken basis. 
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A.3 Instantaneous Effective Data Rate – Proof of Theorem 3.2 

From (3.10) in Section 3.4.1, it is straightforward that the actual PDF  ˆ;ij ij ijp E W x y h  
      

of the actual instantaneous mutual information  ˆ;ij ij ijE W x y h 
  

 in (3.14) has mean given by 

2
2

2
ˆlog 1 /ij ij Zh p 

  
   
  

 and variance 
2

2 2
2 2 2ˆ ˆ2 /ij ij h ij ij zh p h p  

 
 

. Based on the actual 

PDF in (3.14), we can compute the condition in (3.15) by the following series expansion 

[146] 

    

  

2

2 2

2 2 2

0 0

2
2

0 4

ˆ
ˆ; exp exp 1

ˆ

                                                                      2 exp 1

ij ijr r
ij

z z
ij ij ij

ij h h ij h

ij z

ij h

h
p E W x y h dW W W

p p

h
I W

p

 

  





  
                  
  

 
 

  

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 

dW


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2
2

42
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2 2

22 2 2
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ˆ

ˆ
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!
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ij z
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


 
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




  
  

     
           
  
 
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 
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

 
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


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 



 

 
   
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 
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 

 
 

 
 

 
   
 

 1
!

outP

 
 
 
 
   
 
 
 
 
 

, (3.58) 



Appendix A.  Power-Efficient Cross-Layer Design                                                                                   

92 

 

where  o   is the small-O notation. Evaluating the series expansion in (3.58) we notice that if 

the MMSE variance 2

h  is smaller or equal than the term 
2

2ˆ/ij ij zp h  , e.g., 
2

4 2ˆ/h ij ij zp h 

, the new condition in (3.58) can be well approximated by a Gaussian PDF with the same 

mean and variance, e.g., 

 
2 2

2 2

2 22
2

2

ˆ ˆ2
ˆ; ~ log 1 ,  

ˆ

ij ij ij ij h

ij ij ij

Z

ij ij z

h p h p
E W x y h

h p






 
  
               

  

.  (3.59) 

The limitation 
2

4 2ˆ/h ij ij zp h   defines the validity of our approximation in (3.59) 

and can be written in terms of Signal-to-Noise Ratio (SNR), e.g., 
2

2 ˆ/h ij ijSNR h  , with 

ijSNR  to be given by 
2

2ˆ /ij ij ij zSNR p h  . Valuating the limitation 
2

2 ˆ/h ij ijSNR h   we 

observe that our approximation in (3.59) is not satisfied only under extremely poor channel 

conditions that practically never occur in reality due to, i.e., network’s infrastructure. For 

example, for noise variance equal to one, e.g., 2 1z  , and assuming that SNR is 10dB then 

the MMSE error variance should be smaller or equal than 5.4, e.g., 2 5.4h  , which 

corresponds to tremendously high channel error 
28

. Hence, from the condition in (3.15) and 

 ˆ;ij ij ijW x y h  in (3.59), which represents the approximated instantaneous mutual  information 

between input ijx  and output ijy  given the estimated channel gain ˆ
ijh  of user j  on subcarrier 

i , we obtain the approximated instantaneous effective data rate ijr  of user j  on subcarrier i  

as presented in (3.16) in Theorem 3.2. 

Let us now validate the accuracy of the approximated instantaneous effective data 

rate ijr  given by (3.16) in Theorem 3.2, over a Rayleigh flat-fading channel. To examine the 

accuracy, we have to compare the performance of the approximated instantaneous effective 

                                                      
28

 Similar observations have been reported in [16] for single-user OFDM systems. 
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data rate ijr  in (3.16) in Theorem 3.2 (derived by the approximated instantaneous mutual 

information  ˆ;ij ij ijE W x y h 
  

 in (3.59)) and its exact expression ijr  in (3.14). The exact 

expression of the actual instantaneous effective data rate ijr  can be defined by relying on the 

equation (3.58) as it has been derived by the actual PDF of the instantaneous mutual 

information  ˆ;ij ij ijE W x y h 
  

 in (3.14). We remark that this evaluation also reveals the 

impact of the MMSE variance 2

h  on the approximated instantaneous effective data rate ijr  

given in (3.16) in Theorem 3.2. The exact expression of the actual instantaneous effective data 

rate ijr  over a Rayleigh flat-fading channel can be found as follows. 

Based on the MMSE estimator presented in Section 3.3.2, we suppose that the 

MMSE channel estimation error ˆ
ijh  of user j  on subcarrier i  is given by ˆ ˆ

ij ij ijh h h    and 

it is CSGC distributed with zero mean and 2

h  variance, e.g.,  2ˆ 0,ij hh  . We 

additionally assume that the MMSE channel estimation error ˆ
ijh   is independent from the 

estimated channel gain ˆ
ijh  of user j  on subcarrier i . Then the channel estimator satisfies that 

the estimated channel gain ˆ
ijh  is also CSGC distributed with zero mean and variance given by 

ˆ1 ijh  e.g.,  ˆ ˆ~ 0,1ij ijh h . Then, given the target data outage probability outP , we use 

the condition in (3.58) to compute the exact expression of the average instantaneous effective 

data rate ijr  of user j  on subcarrier i , averaged over the ergodic realizations of the estimated 

channel gains  ˆ
ijh , as follows. 
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.(3.60) 

where  iE   in (3.60) denotes the Exponential Integral Function (EIF) [59], [146]. From 

(3.16) and (3.60), we can compare in Figure 3.12 the exact expression of the expected value 

of the actual instantaneous data rate ijr  of user j  on subcarrier i  (derived by (3.58) and given 

by (3.60)) with the approximated instantaneous effective data rate ijr  of user j  on the -thi  

subcarrier (derived by (3.59) and given by (3.16) in Theorem 3.2). The comparisons regard 

the performance of each data rate expression versus the MMSE variance 2

h   under various 

signal-to-noise (SNR) ratios, e.g., we assume that the SNR of user j  of subcarrier i  is given 

by 
2

2ˆ /ij ij ij zSNR p h   and that it is the same for all subcarriers. From the results we observe 

that the graphs of both data rate expressions overlap each other with an insignificant 

aberrance of 0.012% in average to occur when the channel uncertainty is notably high, e.g., 

2
2ˆ / 0i hh  
 

 
. Consequently, our approximations in (3.59) and (3.16) are accurate. This 

completes the proof of Theorem 3.2.               
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Figure 3.12 - A comparison between the approximated average effective data 
 
 with the actual 

instantaneous effective data rate  versus the MMSE variance  under different 

SNRs. 

From Figure 3.12, we can additionally detect that for large 
2

2ˆ /i hh  
 
 

, our 

approximated instantaneous effective data rate expression in (3.16) of Theorem 3.2, has the 

property of asymptotic efficiency [147]. This means that under certain parameter regions, our 

estimated data rate expression ijr  in (3.16) achieves higher performance than its actual 

expression ijr  in (3.60) in terms of data rate. We remark that the instantaneous power ijp
 
of 

user j  on subcarrier i  also has the property of asymptotic efficiency as it increases 

proportionally to ijr . 
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A.4 Queuing Analysis - Proofs of Lemma 3.1 and Proposition 3.1 & Proposition 

3.2 

In our queuing analysis, we consider that the service provided by all the 
FN  subcarriers for 

each user j  is considered as a server with service rate according to the system’s state  ˆ ,H Q  

(see Section 3.3.3) and to the user’s buffer status
29

. This can be modelled as a FIFO 

/ /1/ /M G   30
 queue [59] with non-selected time slot, where each user j ’s average delay 

is described by the condition 

 

2

max

2 1

j j

j j

j j

E X
E D T

E X





 
     
   

.    (3.61) 

In (3.61), 
jE X    represents the average service time of user j (in time slots) with 

second order moment given by 2

jE X 
  . Accounting (3.61) and the QoS constraint (3.23) in 

the primary cross-layer optimization problem (3.18) - (3.24), we define the condition (3.25) in 

Lemma 3.1. This completes the proof of Lemma 3.1.                          

Furthermore, the infinite queues and the approximated instantaneous effective data 

rate ijE r    in (3.16) are comparative to the Poisson arrival traffic rate j  value of user j . 

Therefore, we have to define the service time jX  to obtain the relation between the effective 

data rate and the delay of user j  and also to establish the cross-correlation between the 
FN  

subcarriers allocated to this user. We present our queuing analysis as follows. 

                                                      
29

 We remark that at some point of the allocation process the server may remain idle for a 

scheduling slot as subcarriers may not have been distributed to any users. Thus, modelling the distribution of 

the service rate of such server is highly complex and the conventional Pollaczek formula [59] is inconvenient 

for the calculation of each user’s average service time. A traditional approach is the problem’s modelling via 

Markov Decision Process (MDP) problem [27], [133], [181] but no closed-form analytical performance 

could be obtained [133] accrued by the complicated problem’s solutions. 
30

 This is mainly because of the fading channel, which makes the service process very hard to 

model. / /1/ /M G    model is also very suitable for modelling various types of traffic with different QoS 

requirements [24], [56]. 



Appendix A.  Power-Efficient Cross-Layer Design                                                                                   

97 

 

In OFDMA systems, the service time jX
 
represents the delay of user j  and can be 

characterized as the number of the 
FN

 
subcarriers allocated to this user, satisfying the 

condition 

 j F jX N q F  , j .                                      (3.62) 

In the condition (3.62), jq  represents the equivalent rate at the user j ’s queue, 

expressed as the number of bits loaded on the 
FN  subcarriers allocated to this user. We 

define the equivalent rate at the user j ’s queue as 

1

FN

j ij

i

q q


 ,                                                  (3.63) 

where ijq  is the number of the identically distributed bits of user j  loaded to subcarrier i . 

Moreover, using OFDMA transmission the data streams can be grouped in a serial (in time 

slots) or parallel manner (in number of subcarriers). With Serial-to-Parallel (SP) and Parallel-

to-Serial (PS) conventions, the perception of delay in serial grouping is translated by the 

equivalent delay in parallel grouping measured in the number of subcarriers, and conversely 

[134], [93]. Thus, we can state that the equivalent rate at the user j ’s queue
 jq   is equal to 

the packet size F , e.g., jq F , and that the service time jX  of user j  is equal to the 

number of the allocated OFDM subcarriers to user j , e.g., j FX N . Relying on our two 

statements and the condition in (3.62), can define the first and the second order moments of 

the service time jX  of user j . However, we firstly need to obtain the mean and variance of 

the equivalent rate at the user j ’s queue
 jq  in terms of queuing parameters. 

We compute the first moment of the equivalent rate at the user j ’s queue
 jq  as 

follows. 
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1

1

               ,

               

               

F

F

N

j j ij j

i

N

ij F j j

i

F ij j j

ij j F j

E q q E q q

E E q N q q

E N E q q q

E q q E N q





 
     

 

  
   

   

   
  

    
   



 .     (3.64) 

From (3.64) and our previous statements, e.g., jq F  and j FX N , we obtain the 

first order moment of the service time jX  of user j  as 

j

ij j

F
E X

E q q F
     

 

.     (3.65) 

Moreover, we compute the second moment of the equivalent rate at the user j ’s 

queue
 jq  as follows. 

2

2

1

2

1

(1)
2

               ,

               

F

F

N

j j ij j
i

N

ij F j j

i

F ij j ij j jij
i i

E q q E q q

E E q N q q

E N E q q E E q q q q







  
          

   
    
     

               







.  (3.66) 

By using Schwartz inequality [30] and the fact that the number of the identically 

distributed bits of user j  loaded to subcarriers i  and i , i i  are non-negative, e.g., 0ijq  , 

0i jq   , we derive a lower bound for the second term of the right side of equation (1) in (3.66) 

as 

2 2 2

ij i j ij i j ijE q q E q E q E q 
                .   (3.67) 

From (3.67) we conclude that the second term of the right side of equation (1) in 

(3.66) can be described as 
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  21ij i j j F F ij j

i i

E q q q N N E q q



    
    .                           (3.68) 

With substitution of (3.68) into (3.66) we continue to compute the second moment of 

the equivalent rate at the user j ’s queue
 jq  as below.

 

 2 2 2

2 2

2 2

1

               

               

j j F ij j F F ij j

F ij j

ij j F j

E q q E N E q q N N E q q

E N E q q

E q q E N q

         
      

   
  

    
   

.  (3.69) 

From (3.69) and our previous statements, e.g., jq F  and j FX N , we obtain the 

second order moment of the service time jX  of user j  as 

2
2

2j

ij j

F
E X

E q q F
     

 

.    (3.70) 

In continue, we substitute the first and second order moments of the service time jX  

of user j  as described in (3.65) and (3.70), respectively, into the user j ’s average delay 

jE D    as described by the condition in (3.61)
31

 to derive the following relationship. 

max 2

max

2

2
2 0

j j j

j

ij j ij j

T F F
T

E q q F E q q F

 
  

    
   

.   (3.71) 

From the definition of the equivalent rate jq  at the user j ’s queue in (3.63) and the 

condition (3.71), the equivalent rate jq  at the user j ’s queue is defined as below. 

2max 2 max 2 0

2

max 2 max 2

2 2
0

2 2 0

jq
j j j j j j

j

j j j j j j

T q T Fq F

q

T q T Fq F

 

 

 
 

  

.   (3.72) 

                                                      
31

 In our substitutions, the condition (3.70) stands for the equality e.g., we consider the minimum 

value of the second order moment of the service time. This corresponds to the worst case scenario as the 

service provided by the queuing server cannot vary at values higher than its minimum bound. 
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Upon solving the quadratic formula in (3.72) over jq  we define the equivalent rate 

jq  at the user j ’s queue as given in (3.27) of Proposition 3.1. From our queuing analysis and 

the equivalent rate jq  in (3.27), we conclude that the number of bits of user j  loaded to the 

FN  allocated to this user subcarriers is low bounded according to the user j ’s queuing 

characteristics. In other words, jq  in (3.27) represents the traffic arrival rate at user j ’s 

queue by means of number of the arrival bits at user’s queue over all the allocated subcarriers 

to this user. Hence, we can correlate the data rate of user j  at the PHY layer with its 

equivalent rate at the MAC layer. Finally, we account the approximated instantaneous 

effective data rate 
ijE r   , the subcarrier allocation index ijs , the time slot duration 

st  and the 

bandwidth allocated to each OFDMA subcarrier Fi N , e.g., / FBW N , to define the QoS 

condition in (3.26). This completes the proof of Proposition 3.1.                                          

Furthermore, a user is delay-insensitive when it has no delay constraints or when its 

maximum delay tolerance 
max

jT  tends to infinite, e.g., 
max

jT  . Then from L’Hospital’s 

rule [146] and (3.72) we get that 

max

max 2 max 2

max

2 2
lim 0 0
j

j j j j j j

j j
T

j

T q T Fq F
q F

T

 




   
    

  

. (3.73) 

The condition in (3.73) is a stability condition for each user’s queue as it indicates 

that the equivalent rate jq  must be at least equal to the bits arrival rate jF  to user j ’s 

buffer, e.g.,
 j jq F . Finally, we account the approximated instantaneous effective data rate 

ijE r   , the subcarrier allocation index ijs , the time slot duration st  and the bandwidth 

allocated to each OFDMA subcarrier Fi N , e.g., / FBW N , to define the stability condition 

in (3.28). This completes the proof of Proposition 3.2.                                     
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A.5 Convexity of the Power-Efficient Cross-Layer Optimization Problem - 

Proof of Proposition 3.3 

In this Appendix we focus on proofing the convexity of the power-efficient cross-layer 

optimization problem in (3.30) - (3.35) along with the convexity and feasibility of its 

determined set. To avoid confusion, we separate our proofs into three different topics as 

below. 

1) Convexity of the power-efficient cross-layer optimization problem (3.30) - (3.35) - By 

introducing the subcarrier time-sharing factor  0,1ijs 
 
and the continue variable ij ij ijp s p  

, it is straightforward that the parameter ij ijs p  of the cost function in (3.30) is convex over the 

convex set  ,ij ijs p
 
due to its affinity [135]. Thus, the cost function in (3.30) is also a convex 

function over the convex set  ,ij ijs p
 
as any positive linear combination of convex functions 

is a convex function. Following the same rationality, we can show that the constraints (3.31) - 

(3.34) are all affine and hence, convex over the convex set  ,ij ijs p . 

Let us now examine the convexity of the QoS constraint (3.34). With substitution of 

the variables  0,1ijs 
 
and ij ij ijp s p , the QoS constraint (3.34) can be represented with the 

function  ,ij ijB s p  denoted as 

 
 

 

2
1

max

2 22
21

ˆ ˆ2 1
, log 1 , ,

ˆ

FN
ij ij ij ij h app

ij ij ij j j j

i ij z
ij ij ij z

h p h p Q P
B s p E s q F T

s h p s




 





   
   

      
    
   

 . (3.74) 

The function  ,ij ijB s p  in (3.74) has the form  2log 1
1

x
x

x
 


, which means that 

we need to prove that  ,ij ijB s p  is a concave function. In other words, to show that the QoS 

constraint in (3.34) is convex we must prove that the Hessian matrix of the function 

 ,ij ijB s p  in (3.74) is negative semi-definite [135]. Let us denote the Hessian matrix of the 

function  ,ij ijB s p  in (3.74) by 
 ,ij ijB s p

 and represent it as below. 
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 

   
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, 2 2
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, ,

, ,ij ij

ij ij ij ij

ij ij ij

B s p

ij ij ij ij

ij ij ij

B s p B s p

p s p

B s p B s p

p s s

  
 

   
  

  
 

   

.                                 (3.75) 

In order to prove that the Hessian matrix 
 ,ij ijB s p

 in (3.75) is negative semi-definite, 

it is sufficient to show that the following conditions are satisfied. 

       2 2 2 2

2 2

, , , ,
0

ij ij ij ij ij ij ij ij

ij ij ij ij ij ij

B s p B s p B s p B s p

p s s p p s

   
   

     
  

(3.76) 

 2

2

,
0

ij ij

ij

B s p

p





,    (3.77) 

 2

2

,
0

ij ij

ij

B s p

s





.    (3.78) 

According to Young’s Theorem [135], if the two variable function  ,ij ijB s p  in 

(3.74) is twice continuously differentiable then the condition (3.76) is satisfied. A two 

variable function is twice continuously differentiable if its second derivatives do exist and are 

continuous. Hence, we need to perform the second order derivative test of  ,ij ijB s p  in (3.74) 

for both its variables ijs  and ijp . From the second order derivative test we can also derive the 

concavity condition that satisfies both the conditions in (3.77) and (3.78). We perform the 

second order derivative test as follows. 

The first derivation of  ,ij ijB s p  over the variable ijp  is computed as 

   
2

2 1

2 2
22

2

ˆ ˆ2 1,

ˆ ˆ

ij ij ij h z appij ij

ij
ij ij ij z

ij ij ij z

h h s Q PB s p

p p h s p h s

 

 

 
 

    
 

.  (3.79) 

From (3.79) we compute the second derivation of  ,ij ijB s p  over the variable ijp  as 



Appendix A.  Power-Efficient Cross-Layer Design                                                                                   

103 

 

   
4

2 2 1

22 22 22

(2)(1)

ˆ, 2 2 1
1

ˆ ˆˆ

ijij ij ij h z app

ij
ij ij ij ij zij ij ij z

hB s p s Q P

p
h p h sp h s

 




 
  

   
             

.  (3.80) 

It is straightforward that the second derivative of the function  ,ij ijB s p  over ijp   

does exist and it is also continues as ijp  is continues. In addition, for the condition (3.77) of 

the Hessian matrix 
 ,ij ijB s p

 in (3.75), it is sufficient to show that the second derivation of the 

function  ,ij ijB s p  over ijp  in (3.80) is smaller or equal to zero. We observe that the term (1) 

in (3.80) is positive. Hence, we need to establish a condition to ensure that the term (2) in 

(3.80) is smaller or equal to zero. This yields the followings. 

 
 

2
2

2 1

1

22
2

ˆ ˆ
2 2 1

1 0 2 2 1
ˆ ˆ

ij ij ij ij z
h z ij app

app

h ij z
ij ij ij ij z

h h p ss Q P
Q P

s
h h p s

 

 






 
   

     
 

 
   

 

   

3 3
2

1 1

2 2

ˆ ˆ ˆ ˆ

2 2 1 2 2 1
ij ij ij ij z ij ij ij

app app

h ij z h ij z h

h p h s h p h
Q P Q P

s s



    

 


      

 

     

2
3 6 2 4

2
2 2

1 1

2 2 2 4 2 2 2

ˆ ˆ ˆ ˆ ˆ2
8 1 8 1

ij ij ij ij ij ij ij ij

app app

h ij z h h ij z h h ij z

h p h h p h h p
Q P Q P

s s s       

 

 
 

         
    

 

  
2 4 2

2
2

1

2 2 4 2

ˆ ˆ ˆ2
8 1 1

ij ij ij ij ij

app

h ij z ij z

h h p h p
Q P

s s  



 
 

     
 
     

 

  

2
2 2

2
1

2 2
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app

h ij z

h h p
Q P
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

 
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   
 
 

.   (3.81) 

If the condition in (3.81) is satisfied, the condition (3.77) for the Hessian matrix 

 ,ij ijB s p
 in (3.75) is also satisfied. 

Moreover, we find the first derivation of  ,ij ijB s p  over the variable ijs  as follows. 
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   
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. (3.82) 

From (3.82) we compute the second derivation of  ,ij ijB s p  over the variable ijs  as 
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ij ij h z app

ij ij ij ij ij z
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h p Q P

p h p s

s
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





 
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 
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   
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.(3.83) 

It is straightforward that the second derivative of the function  ,ij ijB s p  over ijs  

does exist and it is also continues as  0,1ijs   is continues. Hence, the two variable function 

 ,ij ijB s p  in (3.74) has two continues second derivatives, meaning that the function is twice 

differentiable and according to Young’s Theorem [135], the condition (3.76) is satisfied. 

In addition, for the condition (3.78) of the Hessian matrix 
 ,ij ijB s p

 in (3.75), it is 

sufficient to show that the second derivation of the function  ,ij ijB s p  over ijs  in (3.83) is 

smaller or equal to zero. We can establish another convexity condition, which ensures that the 

second derivation of   ,ij ijB s p  over ijs  in (3.83) is smaller or equal to zero by performing 

the following calculations. For 
 2

2

,
0

ij ij

ij

B s p

s





, (3.83) becomes 
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 
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which with some manipulation yields that 
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  



.   (3.84) 

As ijs  and ˆ
ijh  are positive variables, e.g.,  0,1ijs   and ˆ 0ijh  , the term (1) in 

(3.84) is positive. Hence, we examine when the term (2) of (3.84) is smaller or equal to zero, 

e.g., 

 

 

2 1

2
2
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2 2 4 1

22 22 2

2 2 1
ˆ2

ˆ
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ij ij ij z
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ij ij ij z ij ij ij z

s p Q P
h p

h p s

h p s p Q P
h p

h p s h p s

 



 

 








 
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 


   
         

.  (3.85) 

We continue by performing some calculations in (3.85) as below. 
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 

.  (3.86) 

The denominator of the fraction in (3.86) is positive. Hence, we examine when the 

nominator of the fraction in (3.86) is smaller or equal to zero as follows. 
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
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
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 

2
2

1

2

ˆ
ˆ2 2 1

ij ij ij z

app ij

ij h z

h p s
Q P h

s



 



 
 

   
 
 

.   (3.87)  

To keep consistency with the right side of the convexity condition in (3.81), we 

square both sides of (3.87) and get 

  

2
2 2

2
1

2 2

ˆ ˆ

8 1 1
ij ij ij

app

h ij z

h h p
Q P

s 



 
 

   
 
 

.   (3.88)  

If the condition in (3.88) is satisfied, the condition (3.78) of the Hessian matrix 

 ,ij ijB s p
 in (3.75) is also satisfied. 

Let us now examine the concavity conditions (3.81) and (3.88). Obviously both 

conditions are the same. Hence, the twice continuously differentiable function  ,ij ijB s p  in 

(3.74) is convex over the set  ,ij ijs p  if the variables ijs  and ijp  vary in the region 

determined by the concavity condition (3.88). In other words, considering the concavity 

condition (3.88) the power-efficient cross-layer optimization problem in (3.30) - (3.35) is 

convex as its cost function and all constraints are convex. 
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2) Convexity of the determined set of the power-efficient cross-layer optimization problem 

in (3.30) - (3.35) - Given the subcarrier time-sharing factor  0,1ijs   and the variable 

ij ij ijp s p , the cost function (3.30) of the power-efficient cross-layer optimization problem in 

(3.30) - (3.35) is affine determining a convex set over  ,ij ijs p  [135]. In addition, each of the 

constraints (3.31), (3.32), (3.33) and (3.34), determines a convex set over  ,ij ijs p  due to its 

affinity. Also we show that the QoS constraint (3.35) is convex hence, it also determines a 

convex set over  ,ij ijs p . Therefore, the set defined by all the five constraints (3.31) - (3.35) 

and by the cost function (3.30), is convex over  ,ij ijs p  as it is well-known that the 

intersection of convex sets is also convex. 

3) Feasibility of the determined set of the power-efficient cross-layer optimization problem 

in (3.30) - (3.35) - We shall now verify that the convex set  ,ij ijs p  determined by the power-

efficient cross-layer optimization problem in (3.30) - (3.35) is non-empty. Given the 

subcarrier time-sharing factor  0,1ijs   and the variable ij ij ijp s p , it is easy to obtain a 

FK N  feasible set over ijs  represented by, e.g., 
1S , that satisfies the subcarrier constraints 

(3.31) and (3.32), i.e., easily we can verify that for 1ijs   the set 1S  is non-empty, e.g., 

1S  . Similarly, there is another FK N  feasible set over ijp , e.g., 
2S , that satisfies the 

power and QoS constraints (3.33), (3.34) and (3.35), which is also non-empty, i.e., if the 

convexity condition (3.88) stands then the set 2S  is non-empty, e.g., 2S  . Moreover, in 

the    F FK N K N   -dimensional space  ,ij ijs p , the constraints (3.31) and (3.32) of the 

variables ijs  verify a cylinder set with base 1S , while the constraints (3.33), (3.34) and (3.35) 

of the variables ijs  and ijp  verify another cylinder set with base 2S . Consequently, the 

constraints in  ,ij ijs p  determine the intersection of the two cylinders sets, e.g., 1 2S S , 

which it is obvious a non-empty set, e.g., 1 2S S  . Also, due to the affinity principle, the 

intersection 1 2S S  of the two cylinders sets is convex. Consequently, the power-efficient 
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cross-layer optimization problem in (3.30) - (3.35) is a convex optimization problem over a 

feasible    F FK N K N   -dimensional convex set. This completes the proof of 

Proposition 3.3.                      

A.6 Optimal Allocation Policies - Proofs of Theorem 3.3, Theorem 3.4 & 

Theorem 3.5 

Given the time-sharing factor  0,1ijs   and the variable ij ij ijp s p , the Lagrangian function 

 , , , ,ij ij j is p   L  of the power-efficient cross-layer optimization problem in (3.30) - (3.35) 

is given by 
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 
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log 1 ,
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ij ij j i ij i ij ij TOTAL

j i i j j iF F

N
ij ij ij ij h app

j ij j j

i ij z
ij ij ij z

s p p s p P
N N

h p h p Q P
s q F T

s h p s

    




 

     





   
       

   

  
  

     
   
  

   



L
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 
 
 
 
 

. (3.89) 

The necessary and sufficient conditions that satisfy the global optimum solutions of 

the power-efficient cross-layer optimization problem in (3.30) - (3.35), are the KKT 

conditions defined as follows [135]. 
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

  


   

L

, ,i j , (3.91) 

* 0ijp  , ,i j , (3.92) 

* 0j  , j , (3.93) 

* 0  ,  (3.94) 

* 0i  , i , (3.95) 
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 .  (3.101) 

According to the KKT condition (3.90), differentiating the Lagrangian function 

 , , , ,ij ij j is p   L  in (3.89) over the optimal instantaneous transmitting power 
*

ijp  of user j  

on subcarrier i , results to 
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. (3.102) 

It is easy to verify that (3.102)  results to 
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.

 (3.103) 

From equation (3.103) we derive the variable ij  in (3.38) and the optimal 

transmitting power allocation policy as defined in (3.37) of Theorem 3.3. 

i

j
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Moreover, according to the KKT condition (3.91), differentiating the Lagrangian 

function  , , , ,ij ij j is p   L  in (3.89) over the optimal subcarrier allocation index 
*

ijs  of user 

 on subcarrier , results to 
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(3.104) 

By substituting the instantaneous optimal transmitting power 
*

ijp  in equation (3.103) 

in equation (3.104), with some manipulation we get that the left side of equation (3.104) 

becomes 
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.(3.105) 

In continue, by introducing the variable 
2

ˆ
ij ij ijh    , for notational brevity, the left 

side of equation (3.104) in (3.105) can be written as 

j i
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.  (3.106) 

Moreover, we introduce the variable 
* 1ij F j ijN      and the left side of equation 

(3.104) in (3.106) becomes 
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

,   (3.107) 

which yields the variable ˆ
ijH  as defined in (3.40) of Theorem 3.4. Finally, from (3.107) and 

the KKT condition (3.91) we get that the derivation of the Lagrangian function 

 , , , ,ij ij j is p   L  in (3.89) over the optimal subcarrier allocation index 
*

ijs  of user  on 

subcarrier , yields that 
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  
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   

L

  .  (3.108) 

From (3.108) we conclude that the optimal subcarrier allocation index 
*

ijs  is equal to 

zero, e.g., 
* 0ijs   if the optimal LM *

i  is larger than 
* ˆ
j ijH  , e.g., 

* * ˆ
i j ijH    and that the 

optimal subcarrier allocation index 
*

ijs  is equal to one, e.g., 
* 1ijs   if the optimal LM *

i  is 

smaller than 
* ˆ
j ijH  , e.g., 

* * ˆ
i j ijH   , as expressed in (3.39) of Theorem 3.4. 

In addition the search for the optimal user *j  as given in (3.41) of Theorem 3.4 is 

always feasible for the following reason. From the subcarrier allocation constrain in (3.32) 

j

i
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and the time-sharing factor  * 0,1ijs  , for each subcarrier i  we know that if the variables ˆ
ijH  

given in (3.107) are different for all j , only the user j  with the largest ˆ
ijH  can use that 

subcarrier i , i.e., *

* 1
ij

s  , 
* 0ijs   for all *j j . As the CSIT realizations, e.g., 

2

ijh , are i.i.d 

then the imperfect CSIT realizations, e.g., 
2

ˆ
ijh

 
are also i.i.d for different user j  meaning that 

the chance for ˆ
ijH  to be the same for different users happens only with probability 0. This 

completes the proof of Theorem 3.4.             

Finally, with direct substitution of the optimal transmitting power allocation in 

(3.103) and the optimal subcarrier allocation index 
*

ijs  in (3.108), in PE-AETS’s PBL process 

in (3.16) we derive the optimal allocation policy 
* *ˆ

ij ijh r      
R  as given in (3.42). This 

completes the proof of Theorem 3.5.                                     

A.7 Impact of Channel Imperfectness on Channel-Error-Inconsiderate 

Schemes (EIOS and EIFAS) 

In this Appendix, we investigate the impact of channel imperfectness on the channel-error-

inconsiderate schemes EIOS [14], [20], [21], [22], [23] and EIFAS [27], [60]. When EIOS 

and EIFAS scheduling is considered the time-shared data rate allocation policies ,ij EIOSr  and 

,ij EIFASr  of user j  on subcarrier i are given by 

 2 2

2

ˆ ˆ, , 2 2 ˆ

ˆ

log 1 1
ij ij ij

ij ij

ij ij

ij EIOS ij EIFAS ijh h h h h
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r r E s E
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 

  
   

      
     

  

.
32

  (3.109) 

Under channel error, e.g., when 2 0h  , EIOS and EIFAS cannot perform appropriate 

scheduling. However, we can compute the minimum power requirements and average 

                                                      
32

 We recall that  
1


 denotes the indicator factor. 
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effective data rates of EIOS and EIFAS focusing on the most strict equivalent data rate 

requirement of each user, e.g.,  max, ,j j jq F T  , since obviously  max, ,j j jq F T   is enough to 

satisfy each user’s delay constraints. In other words, the only criterion we can rely on to 

define the impact of channel imperfectness on channel-error-inconsiderate schemes is the 

minimum rate requirement derived by the upper-layer parameters, e.g.,  max, ,j j jq F T  . To 

avoid confusion, we separate the presentation of the specifications of EIOS and EIFAS as 

below. 

EIOS - In EIOS’s strategy, if jC  represents the class of each user j  then, similarly to the 

definition of the optimal approximated effective data rate 
*

ijr  in (3.42), the minimum required 

power 
min,EIOSP  is calculated as follows. 
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.     (3.110) 

It is shown in [21] that the term 
2

2

ˆ
ˆ / 1
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ij ij z ijh
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 in (3.110) is computed as 

    
2

2

ˆ 22

ˆ

1 1 log
ij

ij ij

ij hh
z

h
E s K






 
 

    
  

.
33

  (3.111) 

In addition, apparently the term 2 2ˆ ˆ ˆ
1

ij ij ij
ij ij

h h h h h

E E
 

 
 

  
  
    

 in (3.110) equals to 1/ 2 . By 

(3.110) and (3.111), we can compute the minimum required power min,EIOSP  of EIOS under 

imperfect channel conditions as 

                                                      
33

  We recall that  x xb a   if limsup /x x xa b    and limsup /x x xb a   . 
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,  2 0h  .  (3.112) 

Let us now consider that P  expresses the difference between the average available 

power to the BS 
TOTALP  and the minimum required power 

min,EIOSP  of EIOS in (3.112), e.g., 

min,TOTAL EIOSP P P   . If 
min,EIOSP Pr   is the data rate under power 

min,EIOSP P   and 
min,EIOSPr  the 

data rate under power 
min,EIOSP  then difference 

min, min,EIOS EIOSP P Pr r r    expresses the average 

system’s effective throughput among all the 
FN  subcarriers and it is computed as  

min, min, 2
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.    

Hence, under channel uncertainty, the EIOS’s total average effective data rate is 

given by 
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where maxC  the total number of users’ classes. 

EIFAS - In EIFAS’s strategy, the channel uncertainty realization 
2

ˆ
ijh  is treated as the actual 

channel realization 
2

ijh . As fixed subcarrier allocation is considered the scheme is also 

unaware of the subcarrier index ijs  and hence, the target is to maximize the equivalent rate 

constraint  , ,
j j jC C Cq F T   of the class maxjC C  users as follows. 
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From [21] we can show that the term

 

2
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 in (3.113) is computed as  
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In addition, apparently the term 
2 2ˆ ˆ ˆ

1
ij ij ij

ij ij
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 in (3.113) equals to 1/ 2 . 

Thus, by (3.113) and (3.114) we can compute the minimum required power 
min,EIFASP  of 

EIFAS under imperfect channel conditions as 
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Let us now consider that P  expresses the difference between the average available 

power to the BS TOTALP  and the minimum required power 
min,EIFASP  of EIFAS in (3.115), e.g., 

min,TOTAL EIFASP P P   . If 
min,EIFASP Pr   is the data rate under power 

min,EIFASP P   and 
min,EIFASPr  

the data rate under power 
min,EIFASP  then difference 

min, min,EIFAS EIFASP P Pr r r
    expresses the 

average system’s effective throughput among all the FN  subcarriers and it is given by 

min, min, 2

min,

log 1
2EIFAS EIFAS

F
P P P

EIFAS

N P
r r r

P


 
      

 
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Hence, under channel uncertainty, the EIFAS’s total average effective data rate is 

given by 
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Chapter 4                                                                                                                          

Game-Theoretic Cross-Layer Design 

4.1 Introduction 

In this Chapter, we focus on novel scheduling issues involved in designing, operating and 

managing power-efficient and fairness-aware cross-layer designs. In particular, we rely on the 

asymmetric Nash bargaining concept to introduce the first analytical NBS-based resource 

allocation policy for real-time operation in OFDMA systems. More precisely, we introduce a 

weighted proportional fair PBL process to allocate both power and data in fully compliance 

with the A-NBS Axioms. Relying on our PBL process we aim to maximize the overall 

effective throughput subject to channel, power and QoS distribution constraints with 

additional price rules regarding the heterogeneous users’ asymmetric payoffs. Upon applying 

subcarrier time-sharing relaxation, we formulate a convex optimization problem to obtain the 

optimal solutions via closed-form analysis. In our analysis we exploit Lambert-W function 

properties and develop an innovative methodology to solve transcendental algebraic equations 

that appear during the optimization process due to the recursive origin of the A-NBS problem 

[44]. With our methodology, we achieve deriving the first joint power and subcarrier optimal 

allocation policy for the A-NBS problem by means of final formulas. In addition, we 

introduce a new scope for the solution concept of cross-layer designs that further enhances 

power efficiency and guarantees iteration-independent allocation policies. Finally, we 

demonstrate that the proposed A-NBS scheduling can be employed to typify ideal resource 

allocation for real-time operation in next-generation broadband wireless networks, where the 

terminus is to enhance system’s performance in terms of queuing delay, fairness, QoS support 

and power consumption with the comparable total throughput. The key contributions and the 
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proposed methodology of this research part have been thoroughly discussed in Section 1.2 of 

Chapter 1. 

4.2 Literature Review 

Consecutive studies witness the importance of developing cross-layer schemes to improve 

resource allocation efficiency in OFDMA networks [21], [23], [56], [148]. However, by only 

maximizing throughput or minimizing power a frequent and detrimental phenomenon occurs 

when users with good channel conditions are over-allocated by resources, which are 

discounted from users in bad channel conditions. Hence, a new challenge emerges on the 

design of game-theoretic cross-layer schemes that balance resource scheduling efficiency and 

fairness provision. Fairness in conjunction with efficiency is concerned in non-cooperative 

game theoretic strategies [34], [35], [72] causing Nash equilibrium [40] issues that lower 

performance as compared to cooperative game theoretical approaches [41], [37]. Therefore, 

recent viewpoints believe that cooperative game theory is more suitable for cross-layer 

resource allocation [37], [38], [149], where NBS [40] is one promising candidate. 

Although its major importance this research field is currently at a very early stage. 

The reasons are firstly that all optimal allocation strategies regard single-layer resource 

scheduling and secondly that no straight analytical solution to the NBS problem has been yet 

proposed [37], [38], [42], [43], [68], [76], [77], [150]. In their majority, relevant studies 

obtain sub-optimal NBS-based allocation policies via either numerical or graphical solution 

concepts [68], [76], [77], [150] with performances to be obviously questioned. On the other 

hand, we can discriminate only the four works in [37], [42], [43] and [149] where authors 

propose cooperative S-NBS-based game theoretical schemes on a per-layer resource 

scheduling basis. However, even in those cases, it is straightforward that the S-NBS property 

is only ostensibly adopted and also that the validity of the analytical solutions is quite biased. 

This can be firstly justified for the reason that the authors clearly modify the S-NBS rule, i.e., 

NBS properties are frequently considered as optimization constraints instead of being 

incorporated into the cost function and secondly because the reported optimal strategies are in 

partial compliment with the S-NBS allocation of power disrespecting the S-NBS allocation of 

subcarriers. For example, in [37] the authors develop a game theoretical model based on 
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modified S-NBS properties only to address the power control for the opportunistic spectrum 

access problem and to show that their S-NBS-based approach achieves the best trade-off 

between fairness and efficiency among two other bargaining solutions: the Egalitarian and 

Kalai-Smorodinsky [41]. Similarly, in [42] and [43] the authors adjust the S-NBS properties 

to propose cooperative game theoretical schemes aiming to address the power-control for 

reliable transmission opportunities to users in CR networks. In addition, the study in [149] 

attempts S-NBS-based joint power and subcarrier allocation using both sum power 

minimization strategy and fair throughput maximization approach by proposing the N-

dimensional decomposition method as solution to the problem. Nevertheless, it is well known 

that decomposing the complex joint allocation problem into N single subcarrier sub-problems 

increases significantly the complexity of the solution meaning that the optimal allocation 

policy could not provide real-time service. 

Through examining the A-NBS problem our first observation is that the key factor 

preventing the above works to derive straight analytical solutions in compliance with the NBS 

of both power and subcarrier allocation is the difficulty of solving transcendental algebraic 

equations of the form, i.e.,  log
x

x ax b  , , 0a b  . Such equations appear during the 

optimization process due to the logarithmic origin of the A-NBS meaning that upon applying 

the KKT optimality conditions, recursions between the optimization variables unavoidably 

occur. The recursive origin of the A-NBS [59], [41] bears for numerical or graphical 

approaches and hence, new analytical solutions emerge. Therefore, we propose an intelligent 

methodology to solve such equations that allows us to derive the optimal policy for the actual 

A-NBS of both power and subcarrier allocation by means of final formulas. Our second 

observation is that all the afore-mentioned works consider single-layer S-NBS-based resource 

scheduling neglecting five important parameters for next-generation OFDMA networks. i) 

Heterogeneity of users’ minimum requirements ii) data outage due to imperfect channel 

conditions, iii) complexity of the implementation algorithm, iv) various payoffs of system 

users and v) improvements on transmitting power-efficiency. For that reason, we address the 

above issues by introducing our game-theoretic resource scheduling scheme from the cross-

layer perspective and also by relying on the A-NBS fairness concept. Our third observation is 

that the traditional scope for solving any kind of cross-layer problems can be significantly 
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improved in terms of power efficiency and complexity. Therefore, we rely on uniform 

transmitting power allocation among subcarrier time-sharing factors to introduce a different 

approach on the solution of cross-layer problems that favours power-efficiency and also 

delivers iteration-independent optimal scheduling policies. 

For the ease of reference, in this Chapter we name the Error-Considerate cross-layer 

Scheduler adopted in [17], [24], [56] as ECS, the Error-Inconsiderate Opportunistic Scheduler 

adopted in [14], [20], [21], [22], [23] as EIOS, the Error-Inconsiderate Fixed power and 

subcarrier Assignment Scheduler utilised in [27], [60] as EIFAS, the Max-Min fairness 

scheduler adopted in [32], [151], [152] as MM and the Weighted Max-Min fairness scheme in 

[153], [154], [155] as WMM. 

4.3 System Model 

This Section outlines the downlink OFDMA system model, which is the basis of the proposed 

A-NBS cross-layer resource allocation problem formulated in Section 4.5. As illustrated in 

Figure 4.1, our system involves 
FN  subcarriers and K  heterogeneous users with each user 

having its own minimum QoS requirements 
0

ju  and jq , and an asymmetric payoff denoted by 

the weight jw . The minimum requirements 
0

ju  and jq  of user j  are always positive or equal 

to zero, e.g., 
0 0ju  , 0jq  , and express the user’s minimum QoS demand to start 

cooperating with others for the NBS game to be feasible and user’s minimum QoS 

requirement from higher layers, respectively. As we will see later, although 
0

ju  and jq  are 

related, they are not necessarily equal as there may be instances where resources are enough 

for the S-NBS game to be feasible but not enough to satisfy all QoS from higher layers. 

Nevertheless, even in such cases we must ensure that the available resources will be fairly 

distributed among SUs according to the A-NBS property.  On the other hand, the payoff jw  

of user j  takes positive values up to one, e.g.,  0,1jw  , and indicates the importance of the 

user in the network in terms of extra QoS provision from the BS to the user. For example, 

some users may belong to emergency or sensitive classes, e.g., medical, military divisions, or 
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Figure 4.1 - Multi-user downlink OFDMA cross-layer scheduler under imperfect channel 

modelling with heterogeneous users’ applications and payoffs (left). Packet 

multiplexing process over time for 3 MAC-frames (right). 

may just pay higher price to the network’s service provider than some other users, demanding 

for ideal QoS under any circumstances as, i.e., network overloading. 

Prior to the scheduling decision, the proposed A-NBS scheduler collects the CSI and 

the QSI of all users. The CSI includes information about the channel conditions and it is 

obtained in the beginning of each scheduling interval through performing MMSE estimation 

of the imperfect channel in TDD operation
34

 as presented in Sections 3.3.1 and 3.3.2 of 

                                                      
34

 The system can also operate under FDD, where perfect feedback of DL CSIT from mobile users 

is required. 
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Chapter 3. The QSI includes information about each user’s QoS requirements jq  from higher 

layers and it is obtained according to an incremental update algorithm [133], [134] by 

observing the current backlogs in each user’s independent buffer
35

. Hence, instead of updating 

the QoS information before each time slot as in [14], [17], [20], [21], [22], [23], [24], [27], 

[32], [56], [60], [151], [152], [153], [154] the A-NBS scheme uses the incremental update 

algorithm to reduce its pre-processing process. In addition, we use another incremental update 

algorithm to acquire users’ payoffs and minimum QoS requirements 
0

ju  to join the A-NBS 

game. In that case, information is acquired through UL sub-channels transmitted by each user 

and updates are performed according to how frequently the state of each user’s mobility or 

significance changes. Furthermore, assuming perfect CSIR, our scheduler takes its scheduling 

decision once every time slot based on the estimated CSI, QSI and users’ weights, and passes 

the resource allocation result to the OFDMA transmitter. The subcarrier and transmitting 

power allocation decision made by the BS transmitter is assumed to be announced to 

individual mobile user through a separate control DL channel. 

4.3.1 Downlink Channel Modelling and CSIT Estimation from Imperfect 

Channel 

In this Section, we adopt the channel modelling presented in Section 3.3 of Chapter 3, where 

the received OFDM symbol vector for the -thj  user at each OFDM block is given by 

j j j  y H x z .    (4.1) 

We recall that 
j ijy   y  and 

j ijx   x  in (4.1) are the complex-valued vectors of 

the received and transmitted OFDM blocks ijy  and ijx
 
of user j  on the -thi subcarrier, 

respectively. We also evoke that  jdiagH h  represents the channel gain matrix with the 

                                                      
35

 To avoid buffer overflow we assume that users’ buffers are sufficiently large enough for storing 

packets arrived from higher layer. In addition, as we discuss later, we also consider that packets arriving 

from higher and PHY layers are multiplexed over time comprising MAC-frames as shown in Figure 4.1.  
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channel gains vectors jh  having entries the i.i.d actual channel gain feedback ijh
 
of user j  

on subcarrier i . Regarding the noise vector 
j ijz   z , we consider that its entries ijz  

signify the channel noise of user j  on subcarrier i  and are CSCG i.i.d variables, e.g., 

 20,ij zz  , with zero mean and 2

z  variance given by 2

0 /z CN BW N   , where 
0N  

and BW  is the noise density and channel bandwidth, respectively. 

The power P  and data rate R  allocation policies of the A-NBS scheme at the PHY 

layer are denoted by the matrices 
ij

   P p   and 
ij

   R r  with 
2

ij ijE x 
  

p  and ijr  to 

represent the instantaneous transmitting power and data rate allocated from the scheduler at 

the BS to user j  through subcarrier i , respectively. In addition, for the efficiency of the 

transmission between BS and users, we consider M-QAM modulation with the Bit-Error-Rate 

(BER) of user j  on subcarrier i  to be given by 

1.5
0.2 exp

2 1ij

ij

ij

SNR
BER

  
   

 
r ,                               (4.2) 

where ijSNR  in (4.2) represents the signal-to-noise (SNR) ratio of user j  on subcarrier i  

given by 
2

2/ij ij ij zSNR h  p  [156]. Depending on the number of bits assigned to a 

subcarrier, the adaptive modulator uses a corresponding M-QAM modulation scheme, and the 

transmitting power level is adjusted according to the combined power, subcarrier and bit 

allocation decision. In other words, the adaptive modulator adjusts the number of bits loaded 

on the -thi  subcarrier of user j  by allowing the instantaneous data rate ijr  to take values 

from the set D , e.g.,  0,ij Dr . The set D  expresses the possible number of information 

that can be transmitted by a subcarrier and it is denoted by  0,1,...,DD , where D  is the 

maximum number of information that can be transmitted by each subcarrier. 

Moreover, the subcarrier allocation policy at the PHY layer is represented by the 

matrix ij
   S s , where  0,1ij s  is the subcarrier allocation index meaning that 1ij s  when 

subcarrier i  is allocated to user j  otherwise 0ij s . Hence, to ensure that during a time slot 
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each subcarrier is allocated to one user only, we define a necessary subcarrier allocation 

condition as 

1

1
FN

ij

i

s .                                                      (4.3) 

In addition, we term a transmitting power allocation rule as 

1 1

1 FNK

ij ij TOTAL

j iF

E P
N  

 
 

 
s p ,                          (4.4) 

to guarantee that the average transmitting power over all users and subcarriers should be 

smaller or equal than the average total available power at the BS denoted by 
TOTALP

36
. 

In continue, we model the imperfect channel by representing the independent 

distributed estimated channel gain ˆ
ijh  of user j  on subcarrier i , as 

ˆ ˆ
ij ij ijh h h   ,     (4.5) 

where ijh  in (4.5) is the actual channel gain feedback and ijh  the zero mean CSCG channel 

error term of user j  on subcarrier i  with known PDF. To increase the system’s resilience to 

CSI errors and also to enhance its throughput efficiency, we perform non-spheristic 

estimation of the imperfect channel utilizing our effective MMSE channel estimation process 

presented in Section 3.3.2 of Chapter 3. We recall that in our estimation process the channel 

errors  ijh  and the estimated channel gains  ˆ
ijh  are uncorrelated, while the estimation 

errors among each user’s subcarriers are correlated with MMSE variance 2

h  to be depended 

on each subcarrier’s parameters. 

                                                      
36

 The left side of (4.4) is divided by the number of subcarriers 
FN  as we refer to average 

quantities. This means that 
TOTALP  is the total available power at the BS taking into consideration the effects 

such as PAPR , i.e., 
TOTALP  is the total available power at the BS considering both the average transmitting 

power allowed by the BS and the PAPR of OFDM signals. 
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4.3.2 MAC and Upper Layer Modelling from Cross-Layer Perspective 

Packets from upper layers arrive to each user j ’s buffer according to a Poisson arrival 

process with independent arrival rate denoted by j  (in packets per time slot). In our source 

modelling the K  users have heterogeneous applications in nature and consequently each user 

has a maximum delay tolerance denoted by 
max

jT . Hence, users with heavier traffic load have 

higher arrival rate j , while uses that are more delay-sensitive have stringent maximum delay 

tolerance 
max

jT . As in our previous work, we characterize the QoS parameters of each user j  

by the tuple max, ,j jF T  
  , where F  denotes the size of each packet in bits. 

The MAC layer is responsible for the A-NBS cross-layer resource scheduling at 

every fading block based on the current system dynamics. We recall that system dynamics 

change dynamically over time and express the perception of the A-NBS scheduler at the 

MAC layer regarding the current system state, e.g., CSI from PHY layer and QSI and users’ 

payoffs from the upper layers. We denote A-NBS’s system state as  ˆ , , ,0H Q U W , where ˆ ,H  

Q , 0U  and W  are the system dynamics; Ĥ  is the FN K  matrix of the estimated channel 

gain given by 
2

ˆˆ
ijE h

 


  
H , while Q  is the 1K   vector of the QSI given by jq   Q  with 

its -thj  component jq  to denote the user’s QoS requirement from higher layers in terms of 

number of packets remaining in user j ’s buffer. In addition, 0U  is the 1K   vector of users’ 

minimum QoS demand to join the A-NBS game given by 0

ju   
0U  and W  is the 1K   

vector of users’ payoffs given by jw   W .  

At the beginning of every OFDM frame, the BS estimates the CSIT from dedicated 

uplink pilot symbols and observes the current backlogs in the buffer according to an 

incremental update algorithm as described in Section 3.3 of Chapter 3. Based on the obtained 

CSIT, QSI and payoffs, A-NBS at the cross-layer determines the subcarrier allocation from 

the policy ˆ , , , 
 

0S H Q U W , the transmitting power allocation from the policy 
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ˆ , , , 
 

0P H Q U W  and the throughput allocation from the policy ˆ , , , 
 

0R H Q U W . The 

scheduling results are then broadcasted on downlink common channels to all users before 

subsequent downlink packets transmissions at scheduled rates. 

4.4 Effective Data Rate under Imperfect CSIT, Channel Outage and 

Asymmetric Weights of System Users - Fairness Aware PBL Process for 

OFDMA Systems 

In this Section, we design a novel fairness-aware PBL process that fully complies with the A-

NBS allocation of power and subcarrier considering channel imperfectness, channel outage 

and asymmetric weights of system users. To explore different potentials we approach the 

fairness aware PBL process with a different scope than our power-efficient PBL process 

defined in Chapter 3. For the ease of presentation, we separate the formulation of the A-NBS-

based PBL process into two parts: the first part regards the imperfect channel and outage 

considerations, while the second part concerns the asymmetric fairness awareness. 

4.4.1 Imperfect Channel and Outage Considerations - Part A 

As we thoroughly explained in Section 3.4 of Chapter 3, imperfect channel may result in 

scheduled rates greater than the maximum channel’s capacity [136]. Hence, we shall firstly 

address the systematic effect of packet error due to channel noise and outage to define the 

effective instantaneous data rate ijr  of the A-NBS scheme. 

Looking through the definition of the BER in (4.2), the instantaneous data rate ijr  

allocated to user j  through subcarrier i , has been defined as a function of the actual channel 

realization ijh  hence, it is in fact the maximum achievable capacity ijc  of subcarrier i  

allocated to user j  during a fading slot. From the Shannon’s capacity theorem [136] and by 

defining the variable   21.5 / ln 5ij z ijBER      for brevity, we can define the maximum 

achievable capacity ijc  of subcarrier i  allocated to user j  as 
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 2

2log 1ij ij ij ijh c p .     (4.6) 

Our target is to define a PBL process to describe the maximum possible data rate 

transmission under channel outage. In our PBL process, the instantaneous effective data rate 

ijr  should firstly be smaller or equal than the maximum achievable capacity ijc  in (4.6), e.g., 

ij ijr c , and secondly it should be defined as the maximum instantaneous data successfully 

delivered to user j  through subcarrier i , e.g., 

 
1

ij ij
ij ij
 

r c
r c .     (4.7) 

The notation 
 

1


 denotes the indicator function, which in (4.7) is given by 

 

1,  
1

0,  ij ij

ij ij

ij ij



 


r c

r c

r c
, ,i j . Hence, accounting the imperfect channel realization ˆ

ijh
 
in (4.6), 

we can compute the instantaneous effective data rate ijr  in (4.7) as 

 

 

  
 

ˆ ˆ

ˆ

ˆ

ˆ ,

1

   1

ˆ   Pr

   1

ij ij ijij ij

ij ij ij

ij

ij

ij ijh h h

ijh

ij ij ij ijh

out ij ijh

E E

E

E h

E





   
    

  
  

   
  

   
 

r c

r c

r c

c

r c c

P c

,    (4.8) 

where ,out ijP  represents the target channel outage probability of each subcarrier i  allocated to 

user j  and it is given by ˆ,
ˆ1 Pr

ij
out ij ij ij ijh

E h       
P c c . In other words, ,out ijP  in (4.8) 

indicates the target channel outage probability determined by the probability where the 

maximum achievable capacity ijc  is smaller than the capacity ˆ
ij

ijh
E   c  as perceived by the 

system due to the imperfect channel. For simplicity, we assume that the target channel outage 

probability ,out ijP  is the same for each user and subcarrier, e.g., ,out ij outP P . Furthermore, 

from the definitions of the instantaneous effective data rate ijr  in (4.8) and of the maximum 
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achievable capacity ijc  in (4.6) we can define the PBL process of the effective data rate jr  

allocated to user j  as 

 

   

ˆ

1

2

ˆ 2

1

1

   1 log 1

F

ij

F

ij

N

j out ij ijh
i

N

out ij ij ij ijh
i

E

E h





 
    

 

 
     

 





r P s c

P s p

,   (4.9) 

where ˆ
ˆ1 Pr

ij
out ij ij ijh

E h       
P c c  is the probability of successfully transmitting 

information and the subcarrier allocation index ijs  is used to indicate which subcarriers are 

assigned to user j . The definition of our PBL process in (4.9), on one hand considers channel 

imperfectness and channel outage but on the other hand it does not have not yet include the 

asymmetric weights of the system users. 

4.4.2 A-NBS Fairness Considerations - Part B 

To include the asymmetric weights of the system users in our PBL process we follow the A-

NBS Axioms as presented in Section 2.4 of Chapter 2. Examining Lemma 2.2, we observe 

that we cannot apply the A-NBS property in our PBL function in (4.9) as it is not convex yet. 

The reason is that the definition of the effective data rate jr  of user j  in (4.9) includes the 

discrete variable of the subcarrier index ijs , e.g.,  0,1ij s , and the continues variable of the 

instantaneous transmitting power ijp . To achieve convexity we transform the discrete 

variable of the subcarrier index ijs  through utilizing subcarrier time-sharing relaxation [140] 

that allows us to define the continue variable  0,1ij s  (see Section 3.6.1 of Chapter 3 for 

more details). The subcarrier time-sharing ijs  
of each subcarrier i  bears the definition of the 

variables ij ij ijr s r  and ij ij ijp s p , which express the instantaneous effective data rate and the 

instantaneous transmitting power of user j  on subcarrier i  scaled by the same factor ijs . In 

other words, we can write our PBL process in (4.9) as 
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 

2

ˆ 2

1

1 log 1
F

ij

N
ij ij ij

j out ijh
i ij

h
E





  
      
  
   


p

r P s
s

,   (4.10) 

with the M-QAM modulator allowing the instantaneous effective data rate ijr  of user j  on 

subcarrier i  to take values from the set  0,1,..., ij D D s e.g., 0,ij ij D   r s . 

Theorem 4.1 - Given the subcarrier time-sharing factor  0,1ij s  and the new power 

transmission variable ij ij ijp s p , the PBL function in (4.10) that expresses the effective data 

rate jr  allocated to user j  is a concave function over the non-empty and convex set  ,ij ijs p

. 

Proof - The proof of Theorem 4.1 is presented in Appendix B.1 .                    

Since in Theorem 4.1 we prove that our PBL function in (4.10) is concave over the 

non-empty and convex set  ,ij ijs p , we can now apply the A-NBS property on the 

instantaneous effective data rate jr  of user j . More precisely, we consider each user j ’s 

weight  0,1jw   and its minimum requirement 
0 0ju   to define the following Theorem 

according to the A-NBS property as given in Lemma 2.2 of Section 2.4. 

Theorem 4.2 - For each weight  0,1jw   of user j , an asymmetric Nash bargaining point 

 ,ij ijs p  is determined by the instantaneous subcarrier allocation index ijs  and the 

instantaneous transmitting power ijp , which  is a concave function of the effective data rate 

jr  of user j K  defined as 
0

j jur ,  0,1ij s , 0ij p , and gives the unique solution to 

the maximization problem 

 0

,
max

j

ij ij

w

j j

j K

u


s p
r .                                        (4.11) 

Proof - The proof of Theorem 4.2 is similar to the proof of the A-NBS property presented in 

[40] and in Lemma 2.2, and has been omitted from this Thesis due to space limitations.         



Chapter 4.  Game-Theoretic Cross-Layer Design                                                                                           

129 

 

In Theorem 4.2, we describe an un-constrained throughput maximization problem 

with its cost function to express each user j ’s throughput satisfaction in the A-NBS game 

strategy. In other words, the physical meaning of the cost function in (4.11) is the amount of 

extra resources allocated to user j , i.e., excess throughput obtained by user j . To present the 

A-NBS throughput maximization problem in its full measure, we substitute in the problem 

(4.11) the effective data rate jr  of user j  given in (4.10) and by taking advantage of the 

strictly increasing property of the logarithm function we define a new A-NBS throughput 

maximization problem as below 

 

 

 

0

,

0

,
1

2

0

ˆ 2
,

1

                              max

                              max ln

max ln 1 log 1

j

ij ij

ij ij

F

ij
ij ij

w

j j

j K

K

j j j

j

N
ij ij ij

j out ij jh
i ij

u

w u

h
w E u









 

 

   
       

  
   







s p

s p

s p

r

r

p
P s

s1

K

j




 
 





.  (4.12) 

Nevertheless, although we have taken into consideration the strictly increasing 

property of the logarithm function, it is not ensured that the new problem in (4.12) is 

equivalent to the A-NBS-based maximization problem in (4.11). The reason is that the cost 

function of the new problem in (4.12) is uncertain to result a unique solution over  ij ijs , p , 

which ensures that the effective data rate jr  allocated to user j  is larger than the user j ’s 

minimum requirement, e.g., 
0

j jur . Hence, to prove the equivalency between the two 

problems in (4.11) and (4.12), it is sufficient to show that the cost function of the new 

problem in (4.12) strictly increases for all  ij ijs , p  such that 
0

j jur . Showing that the new 

cost function strictly increases it is then straightforward that the solution  ij ijs , p  is unique 

and that it fully complies with the A-NBS property as given in Lemma 2.2 in Section 2.4. Let 

us denote the cost function of the new problem in (4.12) as U . Then from (4.12) it stands that 

1

K

j

j

U U


 , where the utility function jU  of user j  is given by 
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  

2

0

ˆ 2

1

ln 1 log 1
F

ij

N
ij ij ij

j j out ij jh
i ij

h
U w E u





   
        
        


p

P s
s

,  (4.13) 

Relying on (4.13) we can then define the following Theorem. 

Theorem 4.3 - The problem in (4.12) is equivalent to the A-NBS throughput maximization 

problem in (4.11) and its cost function 
1

K

j

j

U U


  is designed based on the A-NBS Theorem 

matching the metric of weighted proportional fairness for resource sharing [157]. 

Proof - The proof of Theorem 4.3 is presented in Appendix B.2.                     

From Theorem 4.3 we prove that our PBL process in (4.13) expresses the user j ’s 

satisfaction in fully compliance with the A-NBS of power and subcarrier allocation including 

the effects of channel imperfectness and channel outage along with each user j ’s asymmetric 

weight. 

The key differences between our PBL process in (4.13) and the utilities defined by 

the relevant studies [37], [13], [42] and [43] are now easy to be verified. Firstly, our PBL 

process includes imperfect channel and outage considerations, while others do not. Secondly, 

our utility function jU  in (4.13) includes both the subcarrier ijs  and power ijp  allocation 

variables inside the logarithm, imposed by the A-NBS principle, while others consider only 

the transmitting power allocation variable meaning that in those cases the subcarrier 

allocation policy does not comply either with the S-NBS or A-NBS rules. In follow, we rely 

on the A-NBS problem in (4.12) to formulate the cross-layer A-NBS optimization problem 

constrained on several system parameters. 

4.5 A-NBS-based Cross-Layer Problem Formulation 

In this Section, we formulate the A-NBS cross-layer design for heterogeneous users with 

imperfect channel and outage considerations as a constrained optimization problem based on 

the OFDMA system modelling described in Section 4.3. 
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4.5.1 Formulation of the A-NBS Cross-Layer Optimization Problem  

We represent the optimal subcarrier allocation policy with the 
FN K  matrix * *

ij
   S s

 

whose  , -thi j  element is the optimal time-sharing subcarrier allocation factor 
*

ijs  of user j  

on subcarrier i . In addition, we denote the optimal transmitting power allocation policy with 

the FN K  matrix * *

ij
   P p

 
whose  , -thi j  element is the optimal instantaneous 

transmitting power allocation 
*

ijp   of user j  on subcarrier i . In continue, we can formulate 

the A-NBS cross-layer optimization problem as follows. 

Find optimal subcarrier and transmitting power resource allocation policies 

* ˆ , , , 
 

0S H Q U W  and * ˆ , , , 
 

0P H Q U W , respectively 

such that:      

2

0

ˆ 2
,

1 1

max ln 1 log 1
F

ij
ij ij

NK
ij ij ij

j out ij jh
j i ij

h
E w E u



 

    
                   

 
s p

p
P s

s
 

 (4.14) 

subject to:                                                                                  0,1ij s , ,i j , (4.15) 

1

1
K

ij

j

s , i , (4.16) 

0ij p , ,i j , (4.17) 

1 1

1 FNK

ij TOTAL

j iF

E P
N  

 
 

 
 p ,  (4.18) 

max

j jE D T    , j , (4.19) 

,out ij out app P P P , ,i j , (4.20) 

1

1 
K

j

j

w


 .  (4.21) 
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The A-NBS cross-layer optimization problem (4.14) - (4.21) is a utility maximization 

problem over the instantaneous transmitting power ijp  and the time-sharing subcarrier 

allocation factor ijs . The problem is constrained over QoS, channel and packet outage, 

subcarrier and power allocation constraints. More precisely, the cost function in (4.14) 

expresses the total level of satisfaction of all the system users in terms of throughput allocated 

from the BS to the K  heterogeneous users over all the 
FN  subcarriers in terms of weighted 

fair resource allocation according to the A-NBS principle. The subcarrier allocation 

constraints (4.15) and (4.16) are used to certify that only one user j  can occupy a time-share 

of a subcarrier i  at a specific time slot. Moreover, the power allocation constraints (4.17) and 

(4.18) ensure that the power cannot take negative values and that the total transmitting power 

from the BS to the K  users cannot exceed the average total available power at the BS 
TOTALP . 

Constraint (4.19) is the QoS constraint in terms of average delay of each heterogeneous user 

j , denoted by jE D  
37

, and of the maximum delay tolerance 
max

jT  specified by user j ’s 

queuing characteristics
38

. Furthermore, the outage constraint (4.20) limits the impact of the 

imperfect CSIT by guaranteeing that the target channel outage probability ,out ij outP P  at the 

PHY layer, satisfies a target packet outage probability appP . The target packet outage 

probability appP , given by  max1 Prapp j jE D T    P , represents the packet transmission 

failure and it is usually specified by the application requirements of each user. Finally, the 

weight constraint (4.21) guarantees that the summation of the users’ payoffs should be lied in 

the feasible system’s payoff region, e.g., it should be equal to one. 

It is straightforward that the QoS constraint (4.19) and the outage constraint (4.20) 

have been defined in terms of higher layer parameters meaning that both constraints do not 

comply with the cross-layer structure. Hence, the A-NBS cross-layer optimization problem in 

                                                      
37

 The average delay is adopted in the literature i.e., [18], [24], [56], [27] as a performance measure 

of the delay performance. In short, it is recognized that average delay is a good characterization of overall 

delay performance. 
38

 In our model, we assume that users have enough traffic waited in the queue, which is ready to be 

transmitted. Therefore, if a network resource is allocated to a user, that network resource is used up by that 

user. 
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(4.14) - (4.21) cannot be directly solved unless we express the two constraints (4.19) and 

(4.20) by means of PHY layer parameters. 

4.5.2 Correlation between Outage and QoS Constraints of the A-NBS Cross-

Layer Optimization Problem 

In this Section, we express the outage constraint (4.20) and the QoS constraint (4.19) of the 

A-NBS cross-layer optimization problem in (4.14) - (4.21) in terms of PHY layer 

optimization variables. 

In particular, we observe that given the imperfect channel realization ˆ
ijh , the actual 

channel realization ijh  in the cost function of the optimization problem in (4.14) - (4.21) is 

CSGC distributed with mean the estimated channel gain ˆ
ijh , e.g., 

ˆ
ˆ ˆ

ij ij
ij ij ijh h

E h h h  
 

, and 

variance the MMSE variance 2

h , e.g.,    2

ˆ
ˆ ˆ ˆ

ij ij
ij ij ij ij ij hh h

E h h h h h    
 

. As the actual 

channel realization ijh  is CSGC distributed, e.g.,
 

 2ˆ ,ij ij hh h  , the term 
2

2/ij hh   is a 

non-central random chi-squared variable with two degrees of freedom
39

 and non-centrality 

parameter the term 
2

2ˆ /ij hh   [146], [59], [156]. Relying on these statistics we present the 

following Theorem to define the A-NBS cross-layer optimization problem in (4.14) - (4.21) in 

terms of the outage constraint (4.20). 

                                                      
39

 The degrees of freedom express the number of independent pieces of information available to 

estimate another piece of information and define the sensitivity of an estimation pattern. To specify the 

orientation of the term 
2

2/ij hh   we involve two of its independent displacements: the imperfect channel 

realization ˆ
ijh  and the channel error ˆ

ijh  meaning that the term 
2

2/ij hh   has two degrees of freedom. 
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Theorem 4.4 - The cost function of the A-NBS cross-layer optimization problem (4.14) - 

(4.21) satisfies the outage constraint (4.20), e.g., out appP P  when the utility function jU  of 

user j  in (4.13) is given by the following equation
40

 

   
2

2

2

2

1 0

2
ˆ

1

ln 1 log 1
F

ij

h

N
ij ij h

j j app ij app j
hi ij

U w u



 


 
  

 
 
 

  
  
        
  
    

  


p

P s F P
s

, (4.22) 

where  
2

2

2

1

ˆ /ij h

app
h

F




 
 
 

P  is the inverse non-central chi-squared CDF of appP  with non-centrality 

parameter the term 
2

2ˆ /ij hh   and two degrees of freedom. 

Proof - The proof of Theorem 4.4 is presented in Appendix B.3.                      

From the definition of the utility function jU  of user j  in (4.22) of Theorem 4.4 and 

Appendix B.3, we can now define the instantaneous effective data rate ijr  of user j  on 

subcarrier i  in terms of time-sharing as 

   
2

2

2

2

1

2
ˆ

1 log 1
ij

h

ij ij h

ij app app
hij



 


 
 
 
 
 

 
 
     
 
  
 

p
r P F P

s

                         

(4.23) 

and the time-shared instantaneous effective data rate jr  of user j  in (4.10) as 

    
2

2

2

2

1

2
ˆ

1

1 log 1
F

ij

h

N
ij ij h

j app ij app
hi ij



 


 
  

 
 
 

 
 
      
 
  
 


p

r P s F P
s

.                    (4.24) 

                                                      
40

 From this point in this Section, the expectation operator  E   refers to the average of the 

quantity over the ergodic realizations of the actual and the estimated channel gains e.g.,  ijh and  ˆ
ijh , 

respectively. For notational brevity, we omit its characterization i.e., “expected” or “averaged”. 
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Furthermore, we aim to transform the QoS constraint (4.19) of the A-NBS cross-layer 

optimization problem in (4.14) - (4.21) in terms of PHY layer optimization variables. Based 

on our queuing analysis presented in Section 3.5.2 of Chapter 3, we can easily establish a 

relationship between the instantaneous effective data rate jr  of user j  in (4.24) and its traffic 

characteristic tuple max, ,j jF T  
   as described in Section 3.3.3. More precisely, we adopt the 

traffic arrival rate  max, ,j j jq F T   at the user j ’s queue (see Appendix A.4 of Chapter 3) 

given by 

    max max max max

max

1
, , / 2

2
j j j j j j j j j

s F j

BW F
q F T T T T

t N T
   

  
        
   

,  (4.25) 

to define that instantaneous effective data rate jr  of user j  in (4.24) must be at least equal to 

the traffic arrival rate  max, ,j j jq F T  , e.g., 

 max, ,j j j jq F T r .
41

    (4.26) 

Although we can include the QoS condition (4.26) into the A-NBS cross-layer 

optimization problem (4.14) - (4.21), for consistency reasons we shall reform it in terms of 

the utility function jU  of user j . In addition, by reformatting the QoS condition (4.26) we 

can correlate the minimum requirement 
0

ju  of user j  and its traffic arrival rate 

 max, ,j j jq F T  . More precisely, by firstly subtracting the minimum requirement 
0

ju  from 

both sides of the inequality (4.26), we can then consider the logarithm of both sides and 

multiply it by the weight jw  of user j  to get the following relationship. 

                                                      
41

 We remark that when the maximum delay tolerance 
max

jT  of a user j
 
is sufficiently large e.g., 

max

jT  , then the QoS condition (4.26) becomes     1/ / /j s F jt N BW F r  (for more details see 

Section  3.5.2and Appendix A.4 of Chapter 3). 
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r

r

r

r

.   (4.27) 

From the reformulation of the QoS condition in (4.27) we can make two conclusions. 

The first conclusion is that we can establish a QoS condition, which specifies that the utility 

function jU  of user j  should be at least equal to the term   max 0ln , ,j j j j jw q F T u  . In 

other words, we can describe the equivalent to jU  level of satisfaction of user j  based on the 

traffic arrival rate  max, ,j j jq F T   at the user j ’s queue as 

  max 0ln , ,j j j j j jU w q F T u  .   (4.28) 

The second conclusion is that we can define a correlation condition between the 

minimum requirement 
0

ju  of user j  and its traffic arrival rate  max, ,j j jq F T  . More 

precisely, the logarithm at the right side of (4.27) is valid if it’s inside part is at least equal to 

one, e.g.,  max 0, , 1j j j jq F T u   . Hence, we can easily determine that the minimum 

requirement 
0

ju  of user j  must be at least equal to its traffic arrival rate  max, ,j j jq F T   

minus one bit/sec/Hz, e.g., 

 max 0, , 1 0j j j jq F T u    .
42

    (4.29) 

The correlation in (4.29) has practical significance as it ensures that the A-NBS game 

is feasible even if the allocated data rate is less than the incoming traffic arrival rate to each 

user’s queue. In other words, a user may not be totally satisfied but it still cooperates to 

ensure fair allocation of the available resources. Hence, in the frequent case where the 

                                                      
42

 We remark that when the maximum delay tolerance max

jT  of a user j
 
is sufficiently large e.g., 

max

jT  , then the correlation condition (4.29) becomes     0 1/ / / 1j s F ju t N BW F    (for more 

details see Section 3.5.2 and Appendix A.4 of Chapter 3). 
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available power at the BS is not enough to support all users’ QoS requirements, the 

scheduling decision is taken on the A-NBS principle ensuring weighted proportional fairness. 

4.5.3 Reformulation of the A-NBS-based Cross-Layer Optimization Problem  

Considering the new definition of the utility function jU  of user j  in (4.22) of Theorem 4.4 

as well as the QoS condition in (4.28) along with the correlation condition in (4.29), we can 

reformulate the A-NBS cross-layer optimization problem in (4.14) - (4.21) as follows. 

Find optimal subcarrier and transmitting power resource allocation policies 

* ˆ , , , 
 

0S H Q U W  and * ˆ , , , 
 

0P H Q U W , respectively 

   such that:    
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P s F P
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(4.30) 

  subject to:                                                                                     0,1ij s , ,i j , (4.31) 

1

1
K

ij

j

s , i , (4.32) 

0ij p , ,i j , (4.33) 
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1 FNK
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j iF
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, j , (4.35) 
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1

1 
K

j

j

w


 .  (4.36) 

In the A-NBS cross-layer optimization problem (4.30) - (4.36), the cost function in 

(4.30) has been reformulated according to the outage condition (4.20) of the primary A-NBS 

optimization problem (4.14) - (4.21) considering the worst case scenario of the correlation 

condition in (4.29), e.g., accounting the maximum minimum utility 
0

ju  of user j  given by 

 0 max, , 1j j j ju q F T   . Moreover, the subcarrier, power and weight constraints (4.31) - 

(4.34) and (4.36) are the same with constraints  (4.15) - (4.18) and (4.21) of the primary A-

NBS problem, respectively. The new QoS constraint (4.35) is the transformed QoS constraint 

(4.19) including the outage constraint (4.20) of the A-NBS cross-layer optimization problem 

in (4.14) - (4.21) and signifies that each user j ’s satisfaction at the PHY layer must be at 

least equal to the equivalent level of satisfaction depended on user j ’s queue. 

Let us now examine the convexity of the A-NBS cross-layer optimization problem 

(4.30) - (4.36). 

Proposition 4.1 - Given the subcarrier time-sharing factor  0,1ij s  and the new power 

transmission variable ij ij ijp s p , the A-NBS cross-layer optimization problem (4.30) - (4.36) 

is a convex optimization problem over the non-empty and convex set  ,ij ijs p . 

Proof - The proof of Proposition 4.1 is presented in Appendix B.4.                    

In Proposition 4.1 we show that the A-NBS cross-layer optimization problem (4.30) - 

(4.36) has a unique global optimal solution, which can be obtained in polynomial time. In the 

following Section, we present the optimal resource allocation strategies approaching their 

solution concept with a new scope to outcome iteration-independent and power-efficient 

policies. 
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4.6 Convex Optimization-based Game Theoretic Optimal Allocation Strategies 

in Compliance with the A-NBS Principle  

In this Section, we initialize convex optimization to derive the optimal solutions of the A-

NBS cross-layer problem (4.30) - (4.36). 

As we consider subcarrier time-sharing relaxation, the optimal time-sharing 

subcarrier allocation factor 
*

ijs  is a real number indicating the faction of time that subcarrier i  

requires to transmit an amount of information for user j  [140]. Hence, we can directly define 

the optimal time-sharing subcarrier allocation factor 
*

ijs  of user j  subcarrier i  based on the 

following Theorem. 

Theorem 4.5 - Given the imperfect channel realization ˆ
ijh ,  the optimal subcarrier allocation 

policy 
* *ˆ

ij ijh      
S s

 
has individual matrix elements the A-NBS-based optimal time-sharing 

subcarrier allocation factor 
*

ijs  of user j  on subcarrier i  given by 

 * 1 *

ij ij i

s .     (4.37) 

The function  1

ij

   is the inverse function of  ij  , which represents the first 

derivative of the utility function jU  of user j  over 
*

ijs , *

i
 is the optimal LM related with the 

subcarrier allocation constraint (4.32) given by  * 1 1i

 and the function  1   is the 

inverse function of the function     given by    1

1

K

ij

j





     . 

Proof - The proof of Theorem 4.5 is presented in Appendix B.5.                                             

To define the optimal subcarrier index 
*

ijs  in (4.37), we must firstly determine the 

function  1 *

ij i

 . However, the function  1 *

ij i

  cannot be yet defined as the optimal 

transmitting power 
*

ijp  is still unknown. To define the function  1 *

ij i

 , we can assume that 

an amount of power, e.g.,  * /ij TOTAL FP BW N p , is uniformly allocated among the FN  
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subcarriers. Upon applying uniform transmitting power allocation, we can establish from 

Theorem 4.5  the optimal subcarrier allocation matrix 
* ˆ

ijh 
 

S  with elements the optimal 

subcarrier allocation indexes 
*

ijs  to indicate, which subcarriers are in good conditions and 

which are not. For example, by allocating the same amount of power among all subcarriers 

and if subcarrier i  is in better conditions than subcarrier i  then subcarrier i  should require 

less time to transfer the same amount of information than subcarrier i . Hence, their optimal 

subcarrier allocation indexes would differ, e.g., subcarrier i  should have larger optimal 

subcarrier allocation index 
*

ijs  than subcarrier i , e.g., 
* *

ij i js s , with the chance of each 

optimal subcarrier allocation index 
*

ijs  to be the same with another to be equal to zero (see 

Appendix B.5). 

Accounting the optimal subcarrier allocation matrix 
* ˆ

ijh 
 

S  given by Theorem 4.5 

we can determine the optimal transmitting power allocation policy as below. 

Theorem 4.6 - Given the imperfect channel realization ˆ
ijh  and the optimal subcarrier 

allocation matrix 
* ˆ

ijh 
 

S ,  the optimal transmitting power allocation policy 
* *ˆ

ij ijh      
P p

 

has individual matrix elements the optimal instantaneous transmitting power 
*

ijp  of user j  on 

subcarrier i ,  which is always positive and it is given by 

 

  
 

   

 
 

* 2 1

2ˆ

2

2

max, , 1
max

* 1
* *

*

2

2

2

1

, , 1
*

ln 2 21*

2 1

ˆ

2 exp ln 2

F j j ij h app

hij

h

q F Tj jj

j j j
ij app

ij
ij app

ij

h

N w

q F T
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ij

ij h app
h

W





 





 



 
 
 
 
 
 

    
  

  
 

  
 
 
 
 
 
 

 


    



 
 
 
 
 

 


s P

F P

ss Ps
p

F P
1





    
    
    
    
    
         
    
    
    
            

,(4.38) 

where 
*

j  and *  are the optimal LM related to the QoS constraint (4.35) and the transmitting 

power allocation constraint (4.34), respectively, while the notation  W   denotes the 
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Lambert-W function [158]. In addition, the optimal transmitting power allocation policy 

* ˆ
ijh 

 
P

 
is decoupled among the 

FN  OFDM subcarriers to obtain the optimal user denoted 

by *j  with the following searching process, which is always feasible. 

For 1 to Fi N

 

find 
* *argmin ijj p  and set 

* *

*
,  if  

0,  otherwise

ij

ij

j 
 


p j
p , 

* *

*
,  if  0

0,  otherwise

ij ij

ij

 
 


s p
s (4.39) 

Proof - The proof of Theorem 4.6 presented in Appendix B.6.                                             

From Theorem 4.6, we establish the optimal transmitting power matrix 
* ˆ

ijh 
 

P , 

which can be perceived as an FN K  map of various elements each one indicating the 

required by each user power to transmit a fixed amount of information on each subcarrier. 

With the linear search in (4.39), we can easily choose the optimal users that require less 

transmitting power to be satisfied than others. We can also reformulate the optimal subcarrier 

allocation matrix 
* ˆ

ijh 
 

S  by setting equal to zero the optimal time-sharing subcarrier 

allocation factor 
*

ijs  in (4.37) for the non-optimal users. Later we will see that our linear 

search in (4.39) enhances system’s power efficiency.  

Moreover, having defined the optimal subcarrier allocation matrix 
* ˆ

ijh 
 

S  and the 

optimal transmitting power allocation policy 
* ˆ

ijh 
 

P  in Theorem 4.6, we can define the 

optimal effective data rate allocation policy 
* ˆ

ijh 
 

R  as below. 

Theorem 4.7 - Given the optimal transmitting power matrix 
* ˆ

ijh 
 

P  and the optimal 

subcarrier allocation policy 
* ˆ

ijh 
 

S
 

the optimal effective data rate allocation policy 

* *ˆ
ij ijh      

R r  has individual matrix elements the optimal effective data rate 
*

ijr  of user j  

on subcarrier i  given by 
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 
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
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s P
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ss Pr P s

   
   
   
   
   
   
   
   
   
   
         

.  (4.40) 

Proof - The optimal effective data rate 
*

ijr  of user j  on subcarrier i  in (4.40) is derived with 

direct substitution of the optimal time-sharing subcarrier allocation factor 
*

ijs   in (4.37) and 

the optimal instantaneous transmitting power 
*

ijp
 
 in (4.38) into the effective data rate ijr  of 

user j  on subcarrier i  in (4.23). This completes the proof of Theorem 4.7.        

In the next Sections, we discuss the implementation process of the optimal allocation 

policies presented in Theorem 4.6 and Theorem 4.7 as well as some specifications of the A-

NBS scheme. 

4.6.1 Implementation Process of the Optimal Allocation Policies 

The block diagram of our cross-layer iteration-independent optimal scheduling is shown in 

Figure 4.2. The optimal transmitting power allocation policy in Theorem 4.6 has the form of 

multi-user water-filling strategy with power water-level of each user j  to be given by 

 * *1 /j  . This means that the optimal power is allocated according to the CSIT across 

subcarriers, the weight jw  and the QSI of each user j . The optimal LMs *  and 
*

j  can be 

perceived as the resource scheduling calibrators of the system, e.g., the users that participate 

in the A-NBS game with urgent packets to transmit and high weights are allocated with a high 

power water-level  * *1 /j  , while the users with non-urgent packets and low weights are 

assigned with lower water-levels  * *1 /j  . Moreover, the optimal subcarrier allocation in 
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can be interpreted as a policy, where a user with high urgency and significance (defined by its 

weight jw  and the LM 
*

j , which is depended on the urgency of the delay requirements) has 

higher chance of being allocated with subcarriers, while users with the same urgency level 

and significance (the weights jw  and the LMs 
*

j  are the same) have the same chance and 

subcarriers are fairly allocated to all users in the group according to the NBS principle. Later, 

in our simulations we will demonstrate that resource allocation fairness among users of same 

class and significance is almost perfect, in contrary to many other proposals [17], [20], [21], 

[22], [23], [24], [27], [34], [35], [37], [41], [56], [60], [72] including our previously presented 

PE-AETS, where fairness is randomly distributed. Finally, as shown in Figure 4.2, we 

develop a sub-mechanism to ensure that the optimal LMs *

i
s are always positive. However, 

 

Figure 4.2 - Block diagram of the A-NBS optimal cross-layer resource scheduling based on  the 

proposed iteration-independent methodology. 
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we report that such process is extremely rare to be utilized as they are only needed in cases, 

where allocation is infeasible due to insufficient resources.  

Let us now show that he proposed A-NBS scheme is iteration-independent and 

inspect its total computational complexity. From the KKT conditions (4.69) - (4.87), the 

differentiations of the Lagrangian function  , , , , ,ij ij j is pL  in (4.68) over the LMs  j  

and  yield the optimal LMs  *

j
 and * , respectively to be global maxima. For example, 

from the KKT condition (4.72), the differentiation of  , , , , ,ij ij j is pL  over  yields that 

*

1 1

1 FNK

ij TOTAL

j iF

P
N  

 p . With substitution of the optimal instantaneous transmitting power 
*

ijp  

in (4.38) we get that 
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(4.41) 

If we set  
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ij ijD W C   then (4.41) becomes   
1 1

1 0
CNK

ij ij TOTAL

j i

A D P
 

    , which with 

some manipulation becomes 
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1 1 1 1

C CN NK K
TOTAL

ij ij ij

j i j i F

P
A D A
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 
  

 
  .   (4.42) 

We observe that the right side of (4.42) is known and it can be resolved into a single 

constant, e.g.,    
1 1

/
CNK

TOTAL F ij

j i

Y P KN A
 

  . Hence, we can write (4.42) as 

1 1

CNK

ij ij

j i

A D Y
 

 .    (4.43) 

Since ijA , ijB , ijC  and ijD  are all non-negative integers, the function in (4.43) is 

monotonic, meaning that it has at most one solution on * . However, except the unknown 

variable * , the equation (4.43) involves another K  unknown variables 
*

j s on its left side
43

. 

From the KKT condition in (4.71) we can likewise show that each unknown variable 

*

j  has its own monotonic function, which also involves K  unknown variables, e.g., the rest 

of the 1K   unknown variables 
*

j s and the unknown LM * . Consequently, we build a 

system with 1K   monotonic equations, e.g., K  for the 
*

j s plus one for * , which are all 

correlated by each other. In other words, we can obtain the LMs  
*

j s and *  through solving 

1K   equations at once without performing iteration-dependent searches. Hence, the 

introduced scheme is iteration-independent and its total actual complexity is dependent on the 

FN K  linear search of the optimal user *j  in (4.39) and the system of 1K   equations. In 

other words, our proposal has total complexity of   1FN K K   . We recall from 

Section 3.6.3 of Chapter 3 that iteration-dependent schemes [37], [13], [42], [43] (including 

our PE-AETS presented in Chapter 3) have complexity of  FN K  plus an extra 

complexity of 
   ** 1

j
Fl N K K



  
        

 due to their root-finding mechanism. 

                                                      
43

 We recall that the optimal subcarrier allocation indexes 
*

ijs s have been already defined in 

Theorem 4.6. 
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Hence, iteration-dependent schemes have 
   **

2 1
j

F FN K l N


  
         

 

complexity in total, where l  is the number of loops, 
 *

j
  is the number of iterations required 

in one loop to find 
*

j  and *
  is the number of iterations required to find * . Apparently, 

such complexity is huge compared to our proposal. 

In addition, as we do not utilize iteration-dependent mechanisms, it is obvious that the 

convergence of our scheme to optimal solutions is guaranteed. In conclusion, our cross-layer 

design methodology allows us to design iteration-independent schemes that converge to A-

NBS-based optimal solutions much more rapid than the traditional iteration-dependent 

approach ensuring that way better real-time system operation. 

4.6.2 Specifications on A-NBS-based Scheduling 

To gain insight of the behaviour of the A-NBS-based optimal scheduling, in this Section we 

discuss the feasibility of our A-NBS scheduling proposal, its power-efficiency, the asymptotic 

performance gain due to multi-user diversity, the impact of the imperfect channel on the 

service time of each packet, the packet multiplexing process and the accuracy of our optimal 

policy. To avoid confusion, we separate our discussions into four different topics as below. 

1) Feasibility Criterion - The existence of the optimal time-sharing subcarrier allocation 

factor 
*

ijs  and the optimal instantaneous transmitting power 
*

ijp  of user j  on subcarrier i  

given by Theorem 4.5 and Theorem 4.6, respectively, does not imply the feasibility of the A-

NBS cross-layer optimization problem (4.30) - (4.36). The reason is that the minimum 

requirement 
0

ju  of user j  (considered equal to  max, , 1j j jq F T   ) sometimes may be larger 

than the instantaneous effective data rate jr  of user j  in (4.24). Hence, we establish the 

feasibility of the A-NBS cross-layer optimization problem (4.30) - (4.36) by setting the 

following feasibility criterion. 
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Proposition 4.2 - The A-NBS cross-layer optimization problem (4.30) - (4.36) is feasible if 

and only if the following condition stands 

      
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 
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






p
P s F P

s

.  (4.44) 

Proof - Given the optimal time-sharing subcarrier allocation factor 
*

ijs   and the optimal 

instantaneous transmitting power 
*

ijp
 
 in Theorem 4.6, the rest of constraints (4.35) and (4.36) 

result in the criterion in (4.44). This completes the proof of Proposition 4.2.                   

From the feasibility criterion (4.44) in Proposition 4.2 the scheduler can be ensured in 

prior to its allocation decision about if the A-NBS game can be established by means of total 

fair resource allocation among users. In the case where the minimum requirement 
0

ju  of all 

users is high enough bearing the A-NBS game not to be feasible then the fairness 

performance decreases. Nevertheless, we avoid in feasible allocation in such cases by 

designing the proposed A-NBS scheduler to operate under the consideration that the 

minimum users’ requirements  0

ju  to participate to the A-NBS game should be less than 

their minimum QoS requirements minus 1 bit, e.g.,   max, , 1j j jq F T   , which always 

satisfies the feasibility criterion. In the case where we had not considered correlation between 

the minimum A-NBS requirement 
0

ju  and the minimum QoS demand  max, ,j j jq F T  , e.g., 

 0 max, , 1j j j ju q F T   , but we had assumed that 
0

ju  and  max, ,j j jq F T   are uncorrelated 

then the feasibility criterion would not been satisfied in the case where the total available 

power to the BS TOTALP  was not enough. 

2) Power-Efficiency - The A-NBS-based joint power and subcarrier allocation policy 

presented in Theorem 4.5 and Theorem 4.6 enhances system’s power efficiency for two 

reasons. The first reason is that it bears imperfect channel and packet outage considerations. 
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Hence, accounting realistic network conditions, our proposed scheme is more power-efficient 

than schemes unaware to channel imperfections [20], [21], [22], [23], [24], [27]. The second 

reason is that the optimal subcarrier allocation in Theorem 4.5 is performed based on the 

choice of the user that requires less power to transmit than others and not on the time-share of 

subcarriers. For example, the resource allocation could have been performed by a linear 

search among the 
FN  subcarriers based on the optimal subcarrier allocation policy as defined 

in Theorem 4.5, i.e., for 1i   to 
FN  find the optimal user *j  from 

* *argmin ijj s  and then 

allocate to each of the optimal users the corresponding power as given in (4.38). Although the 

aforementioned subcarrier allocation process would provide NBS fairness, it would not 

always guarantee maximum power efficiency as it considers only the subcarrier allocation 

constraints (4.31) and (4.32), and not the power and QoS constraints (4.34) and (4.35), 

respectively (see Appendices B.3and B.4). Hence, when the QoS or weight heterogeneity 

between users is high, then supposing that subcarrier i  is in better channel conditions from 

subcarrier i  for a specific user, e.g., 
* *

ij i js s , it does not necessarily mean that the 

transmitting power on subcarrier i  would also be less that the transmitting power on 

subcarrier i , e.g., 
* *

ij i jp p , and vice versa. In conclusion, in contrary to all relevant 

imperfect-channel-aware studies (including our previous presented PE-AETS) where 

subcarrier allocation is performed on the subcarrier indexes we can further increase our 

scheme’s power efficiency as our new methodology allows us to perform subcarrier 

allocation on the transmitting power basis. 

3) Asymptotic Multi-User Diversity Gain - The optimal effective data rate allocation policy in 

Theorem 4.7 enhances system’s throughput by exploiting multi-carrier and multi-user 

diversity. The throughput gain due to multi-carrier diversity exploitation for such schemes is 

thoroughly presented in [21] and [93]. Regarding the throughput gain due to multi-user 

diversity exploitation we can discuss the followings. From the subcarrier i ’s perspective the 

optimal user *j  of class, e.g., 1C  can be perceived as [21] 
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 . (4.45) 

Hence, we are able to compute the throughput gain due to multi-user diversity as 

shown in the below Lemma. 

Lemma 4.1 - The conditional cross-layer throughput gains for same class users 1j C , with 

1C K , is given by 

      2

2

2

* 2 1 * 2

1 2
ˆ

1, 1 log
ij

h

ij ij h app ij h
h

E j C K



  

 
 
 
 
 

 
 
     
 
 
  

s F P s .   

Proof - The proof of Lemma 4.1 is similar to the proofs presented in [21] and [56] regarding 

the multi-user diversity gains, and it has been omitted from this Thesis due to space 

limitations.                

4) Impact of Channel Imperfectness on Service Time, Packet Multiplexing and Accuracy of 

the Optimal Policy - The proposed A-NBS scheme has same specifications on these topics 

with our previously presented scheduler PE-AETS. For brevity purposes, we refer the reader 

to Section 3.6.4 of Chapter 3, where we have thoroughly presented these subject matters. 

4.7 Simulations 

In this Section, we present simulations to examine the performance of the proposed A-NBS 

scheduler in comparison with the relative schemes PE-AETS [148], ECS [17], [24], [56], 
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EIOS [14], [20], [21], [22], [23], EIFAS [27], [60], MM [32], [151], [152] and WMM [153], 

[154], [155]
44

.  

4.7.1 Simulation Modelling  

We consider a prototype single-cell OFDMA system with channel bandwidth of 

80BW  KHz equally distributed among 32FN   subcarriers, each one having five 

independent paths, e.g., 5 . In addition, we specify five different classes of users denoted 

by  1 2 3 4 5, , , ,C C C C C , with the QoS requirements of each class to be characterized by the  

tuple            , , 0.8,2,125 , 0.5,3,125 , 0.4,4,125 , 0.15,8,125 , 0.15,1000,125λ T F  and 

each class’s weights to be given by  
1 2 3 4 5
, , , ,C C C C Cw w w w ww . From the tuple and payoff 

                                                      
44

 We remark that the impact of channel imperfectness on the channel-error-inconsiderate EIOS 

and EIFAS has been studied in Appendix A.7 of Chapter 3. Note that although in this research part we 

consider adaptive modulation schemes, represented by the variable ij , we have set 1ij   to keep 

consistency between simulation comparisons of the examined schemes. 

 Class 

1 

Class 

2 

Class 

3 

Class 

4 

Class 

5 

Poission arrival rate  (packets/time slot) 0.8 0.5 0.4 0.15 0.15 

Min. delay requirement  (time slot) 2 2 4 8 1000 

Min. delay requirement  (sec) 0.004 0.004 0.008 0.016 2 

Min.eEquivalent rate 
 

 (bits/sec/Hz) 

25.00 17.08 12.50 4.94 3.75  

Max. min. utility of each user to join the A-

NBS game  (bits/sec/Hz) 

24.00 16.08 11.50 3.94 2.75  

Weight  of each user (dependent on 

classes) 

0.30 0.25 0.20 0.15 0.10 

Table 4.1- Minimum requirements of each heterogeneous class of users, depended on each 

user’s QoS demands and weight. 
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structure we clarify in Table 4.1 each user’s minimum requirements in terms of average 

approximated effective data rate. Furthermore, we set the scheduling slot duration to 2st 

msec and we assume that each packet has size of 125F  bits. To be compliant with the BER 

approximation in (4.2) we assume that the adaptive modulator operates with ijBER  smaller or 

equal to 0.001, e.g., 
54.4626 10ijBER   , and the noise variance equals to one, e.g., 2 1z  , 

(meaning that 1ij  ). To make our simulation model more realistic, we consider that all the 

heterogeneous users suffer signal path-loss from the BS. The signal path-loss jPL  of user j  

is computed by [134] 

    20 10 010 log /
sd

j jPL PL d d d sd


    (in dBm)
 45

,   (4.46) 

where  0PL d  is the reference path loss at a reference distance 
0d , jd  is the distance of user 

j  from the BS,   is the path loss component and 2
sd

sd


 is the Gaussian random variable for 

shadowing with standard deviation 2

sd . We remark that we keep consistency among 

comparisons between the examined schemes, by adopting identical channel, traffic and 

optimization conditions, i.e., all schedulers can handle delay constraints and are affected by 

the same imperfect channel and outage conditions. Also, to clarify our simulations, we 

present details in Appendix B.7 regarding the impact of the channel imperfectness on the 

channel-error-inconsiderate schemes MM [32], [151], [152] and WMM [153], [154], [155]. 

We finally remanrk that the channel specifications have been set according to the type SUI-3 

[144] channel model shown in Table 3.2 of Section 3.7.1 at Chapter 3. The SUI-3 model is 

considered that reflects realistic channel conditions for pedestrian and vehicular mobility in 

urban enviroments. All simulations have been obtained through using computer software 

developed by us in MatLab.  

                                                      
45

 One dBm is computed by the formula  1010 log /1 mWattdBmW P  , where P  is the 

terminus power [93]. 
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4.7.2 Simulation Results 

In Figure 4.3, we consider a system with    1 2 3 4 5, , , , 0,0,0,4,0C C C C C  , 5.2TOTALP  dBm 

and homogeneous signal path-loss between users and BS with parameters 0 1d  m, 

1,2,3,4 50d  m, 3.5   and 2 8sd  dB. Apparently, MM, WMM, EIFAS and EIOS are highly 

sensitive to the increase of the channel uncertainty. In fact, the schemes cannot provide the 

minimum required throughput of 19.76bits/sec/Hz (see Table 4.1) even when channel 

uncertainty is very low, i.e., 2 0.03h  , as all four schemes require more power than the 

available to the BS.  On the other hand, A-NBS, ECS and PE-AETS perform better due to 

their imperfect channel considerations. We observe that the weighted fairness considerations 

of A-NBS increase the scheme’s power demands compared to ECS and PE-AETS. 

Nevertheless, the A-NBS scheme seems to provide better trade-off between fairness and 

efficiency than ECS, as it requires slightly more power (0.5dBm in average) to support the 

same QoS requirements with ECS but with the  additional advantage of NBS fair distribution 

of the wireless resources. The same observations are made, when the signal path-loss between 

 

Figure 4.3 - Comparison regarding the power efficiency of the A-NBS scheme: minimum required 

power versus MMSE variance . 
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users and BS is heterogeneous, e.g., for 1 200d  m, 2 400d  m, 3 600d  m and 4 800d  m. 

In this case, all schemes behave the same as in homogeneous signal path-loss but with slightly 

higher power demands
46

. The corresponding throughput performance is shown in Figure 4.4, 

where the A-NBS scheduler achieves marginally lower average effective throughput than 

ECS but significantly higher than EIOS, MM, WMM and EIFAS under any channel 

imperfectness. In general, it is indeed expected the fairness-considerate schemes A-NBS, MM 

and WMM to spend more resources than the corresponding fairness-inconsiderate schedulers 

ECS and EIOS. In addition, weighted fair scheduling has higher resource cost than the non-

weighted. This can be seen by observing that the WMM scheme, which, due to users’ payoffs, 

has slightly decreased power and throughput performance than MM.  

Let us now examine the power/throughput performance of each scheme considering a 

larger system with    1 2 3 4 5, , , , 1,3,3,3,0C C C C C  , where all users suffer from the same 

                                                      
46

 In the following simulations, we shall omit illustrating the path-loss effect as it does not affect 

the behaviour of each of the examined schemes and also because large number of graphs presented in 

one figure may cause confusion. 

 

Figure 4.4 - Comparison regarding the throughput efficiency of the A-NBS scheme: average 

effective throughput versus MMSE variance . 
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signal path-loss. From Figure 4.5a, we observe that for very low channel uncertainty on one 

hand all schemes satisfy the minimum required effective throughput of 128.62 bits/sec/Hz 

(see Table 4.1) but on the other hand each scheme has matching power values to result into 

different effective throughputs. Contrariwise, over a certain average effective throughput 

operation, each scheme needs extra power consumption as we swift from PE-AETS to 

EIFAS. This difference between the power requirements of each scheme expands further 

when the channel uncertainty increases, as we notice from Figure 4.5b and Figure 4.5c. 

Figure 4.5d illustrates more obvious outlooks, where EIFAS, MM, WMM and EIOS are 

unable to provide the minimum required effective throughput. However, the proposed A-NBS 

has notable behaviour under any channel uncertainty, maintaining slightly less performance 

than ECS, even though the involved system users specify heterogeneous payoffs.  

In continue, we consider a large-scale system to examine the fairness and the QoS 

performance of the proposed A-NBS scheme. In particular, we examine a wireless system of 

1024 subcarriers and 60 users of classes    1 2 3 4 5, , , , 0,15,15,15,15C C C C C  . The BS is 

supplied with 30TOTALP  dBm of power and the channel has total bandwidth 2.56BW  MHz.  

In Figure 4.6, we can see the superiority of the proposed A-NBS scheme over the examined 

schedulers in terms of fairness s performance. More precisely, considering average channel 

 

Figure 4.5 - Comparison regarding the power/throughput efficiency of the A-NBS scheme: 

average effective throughput versus average transmitting power. 
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uncertainty, e.g., 2 0.1h   and upon adding at each measurement five heterogeneous users 

from class 
2C  to class 

5C , we observe that A-NBS’s fairness performance is clearly the best; 

our scheme’s Fairness Index (FI)
47

 tends to obtain the ideal level, e.g., FI 1 , which of 

course is EIFAS’s privilege due to its fixed resource allocation strategy. Evidently, Max-Min 

fairness  is not as effective as NBS since both the MM and WMM schemes result in lower FIs 

than the A-NBS’s scheduler, e.g., 0.986 and 0.991 in average, respectively. However, WMM 

performs better than MM as the scheme in the former case has a more precise perception 

about users’ priorities/weights. Moreover, despite their high throughput/power performance, 

the opportunistic schemes PE-AETS, ECS and EIOS do not manage to allocate the wireless 

resources fairly among users, with their FIs to fluctuate at low levels, e.g., 0.8123, 0.8046, 

0.8097 in average, respectively.  

                                                      
47

 For each of the examined schemes the FI is calculated by

 
2

2
min min

1 1

FI / / /
K K

j j j j

j j

R R K R R
 

   
    
   
  , where 

jR
 
represents the allocated rate to user j  and 

min

jR  

the user’s minimum required data rate [55]. 

 

Figure 4.6 - Comparison regarding the fairness efficiency of the A-NBS scheme: fairness index 

versus number of heterogeneous users. 
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To inspect the QoS efficiency of the proposed A-NBS scheme we consider a large-

scale system of 60 users of classes    1 2 3 4 5, , , , 0,15,15,15,15C C C C C 
 
and 1024 subcarriers 

of total bandwidth 2.56BW  MHz. We keep consistency with our simulations in Section 

3.7.2 by supplying the BS with 30TOTALP  dBm and considering the same signal path-loss 

between users and BS, e.g., 1 15 200d   m, 16 30 300d   m, 31 45 400d   m and 45 60 500d   m. 

In Figure 4.7, we increase the channel uncertainty and observe the differences regarding the 

resource distribution of A-NBS, MM, WMM and ECS. More precisely, the weighted-fairness 

considerate schemes A-NBS and WMM have better perception about users’ priorities than 

MM and ECS. For example, although the total supplied power to the BS is on purpose not 

enough for all schemes to support the minimum users’ QoS requirements, A-NBS and WMM 

scheduling make the most delay sensitive user 1 with the higher payoff to suffer by less delay 

comparably, e.g., to user 16 or user 31. In contrary, the weighted-fairness inconsiderate MM 

distributes evenly the resources among users without considering payoffs causing all users to 

 

Figure 4.7 - Comparison regarding the QoS efficiency of the A-NBS scheme: average delay per 

system user versus MMSE variance . 
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suffer by 212msec delay in average, while ECS’s
48

 behaviour is purely opportunistic. 

Nevertheless, A-NBS performs better than WMM as users in the first case suffer by 91msec 

delays, while in the second case by 274msec delays in average. The impact of users’ payoffs 

on A-NBS and WMM scheduling decision is visible from the fact that user 1’s delay has 

lower increase pace than user 16’s, which in turn has lower increase pace than user 31’s etc. 

This observation is clearer at the A-NBS case, where due to its weight user 1 has slightly 

more delay than its maximum limit, while user 16 has marginally more delay increase etc. It 

is notable that among the examined schemes A-NBS provides the best QoS support at the 

more delay sensitive and higher priority users; our scheme prefers to astrict resources from 

the delay-insensitive and lowest priority user 46 and distribute those resources to the rest of 

the users according to their delay tolerances and priorities.  

Similar conclusions are made by inspecting Figure 4.8, the average delay of users 1, 

16, 31 and 46 versus the system’s background traffic (traffic arrival rate 46  
of user 46) under 

                                                      
48

 For comparison purposes in this simulation, we refer to the ECS as its performance is closer to 

A-NBS, MM and WMM than PE-AETS, EIOS or EIFAS. 

 

Figure 4.8 - Comparison regarding the QoS efficiency of the A-NBS scheme: average delay per 

system user versus background traffic . 
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average channel uncertainty, e.g., 2 0.1h  . As user 46 becomes more delay-sensitive, all 

schemes require more power than the supplied to the BS to satisfy all users’ minimum 

requirements causing delays to users. However, we observe that A-NBS provides the best 

QoS support at the delay sensitive and higher priority users imperviousing to support the 

delay-insensitive and lower priority user 46 under power starvation, e.g., 45 0.35  . For 

example, under the proposed A-NBS scheme class 2, 3 and 4 users suffer by low delays of 

15.7msec in average per user, while when MM, WMM and ECS scheduling is applied, users 

suffer by higher delays of 203,2msec, 154.7msec and 92msec, respectively.  

Finally, we demonstrate in Figure 4.9 that the proposed A-NBS scheme achieves 

99.95% accurate solutions in average with incomparable lower implementation time than 

others. More precisely, we simulate a system with 60 users and 1024 subcarriers in MatLab 

and observe that the proposed iteration-independent method obtains the optimal solutions 

only in 3.16sec, while the iteration-dependent schemes, e.g., PE-AETS, ECS, EIOS, MM, 

WMM and EIFAS, require either 118.32sec or 145.78sec under using SIR or Newton-

 

Figure 4.9 - Comparison regarding the implementation efficiency of the A-NBS scheme: accuracy 

of the optimal solution versus number of iterations and implementation time. 
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Raphson root-finding mechanisms, respectively
49

. In addition, although the combinatorial 

search is 100% accurate, its implementation time is extremely high, while we have 

experienced several convergence issues during our simulations. 

In sum, it is evident from our simulations that the proposed A-NBS scheme delivers 

the best trade-off between throughput efficiency and fair resource distribution over relative 

schemes with incomparable lower implementation complexity in networks with 

heterogeneous QoS support.  

4.8 Conclusion 

In this research part, we proposed an iteration-independent game-theoretic cross-layer 

scheduling scheme to provide performance enhancements in OFDMA systems with imperfect 

channel, packet outage, heterogeneous QoS and asymmetric users’ payoffs. Relying on the 

imperfect channel modelling and estimation procedure presented in the first research part of 

this Thesis, we initially introduced a PBL process to describe each weighted user’s level of 

satisfaction in terms of effective throughput under channel and packet outage. We show that 

our PBL process fully complies with the A-NBS of power and subcarrier allocation in 

contrary to existing approaches that consider only the NBS of power. Furthermore, by 

adopting the throughput correlation between each user’s delay constraints from the upper 

layers with its PHY layer parameters presented in the first research part of this Thesis, we 

established a relationship between each user’s minimum requirement to join the A-NBS game 

and its traffic arrival rate ensuring that way the feasibility of the A-NBS game. We then 

formulated a game-theoretic cross-layer optimization problem that targets to maximize the 

average users’ satisfaction in terms of throughput, subject to subcarrier, power, QoS and 

weight constraints. Through applying subcarrier time-sharing relaxation, we show that our 

game-theoretic cross-layer optimization problem can be transformed into a convex 

                                                      
49

 We remark that our reported measurements have been obtained through using a personal 

computer with 3.2GHz Central Processing Unit (CPU) power. Obviously the implementation time of 

iteration-dependent and iteration-independent schemes can be significantly reduced through using dedicated 

hardware as e.g., System-on-Chip (SoC). 
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optimization problem. We utilized Lagrangian optimization and approached the solution of 

our cross-layer problem with a different than existed scope that results iteration-independent 

optimal policies and enhances system’s power efficiency. In addition, within our scope we 

introduced an innovative methodology to provide solutions by means of final formulas to the 

transcendental algebraic equations that appear during the optimization process due to the 

recursive origin of the A-NBS problem. We show that the proposed joint optimal game-

theoretic adaptive-power and dynamic-subcarrier-allocation policy has actual linear 

complexity in the number of users and subcarriers and it also performs asymptotically in 

terms of throughput gain due to multi-user and multi-carrier diversity exploitations. With 

simulations we demonstrated that the proposed A-NBS scheme provides close to ideal 

weighted fair scheduling by maintaining the system’s effective throughput at remarkably high 

levels under various uncertain channel conditions. Finally, simulation comparisons with 

relevant approaches witnessed that the proposed game-theoretic scheme achieves the best 

trade-off between fairness and throughput/power efficiency by simultaneously providing 

superior QoS support according to heterogeneous users requirements and asymmetric 

weights. 



 

161 

 

  Appendix B

B.1 Convexity of the A-NBS-based PBL Function - Proof of Theorem 4.1 

From the logarithmic origin of the PBL function in (4.10) it is straightforward that the 

function should be concave. However, to show that the PBL function in (4.10) is concave 

over ijs , ijp , we must prove that its Hessian matrix is negative semi-definite [135]. Let us 

denote the Hessian matrix of the function jr  in (4.10) by 
jr
 and represent it as below. 

2

2

j

j j

ij ij ij

j j

ij ij ij
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p s p
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.    (4.47) 

To prove that the Hessian matrix 
jr
 in (4.47) is negative semi-definite, it is 

sufficient to show that the following conditions are satisfied. 

2 2
0

j j j j

ij ij ij ij ij ij
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    (4.48) 
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,     (4.49) 

2
0

j

ij






r

s
.     (4.50) 

According to Young’s Theorem [135], if the two variable function jr  in (4.10) is 

twice continuously differentiable then the condition (4.48) is satisfied. A two variable 

function is twice continuously differentiable if its second derivatives do exist and are 

continuous. Hence, we need to perform the second order derivative test of jr  in (4.10) for 

both its variables ijs  and ijp . From the second order derivative test we can also derive the 
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concavity condition that satisfies both the conditions (4.49) and (4.50). We perform the 

second order derivative test as follows. 

The first derivation of jr  over the variable ijp  is computed as 

 
 
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2
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ij ij ijj
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ij
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h

h
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sr
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p s p
.    (4.51) 

From (4.51) we compute the second derivation of  jr  over ijp  as 

 

 

4
2

22
2

1 0

ln 2

ij ij ijj

out

ij
ij ij ij ij

h

h






    


 

sr
P

p s p
.   (4.52) 

From (4.52) it is straightforward that the second derivative of jr  over ijp   does exist, 

is continues, as ijp  is continues, and it is negative. Hence, the condition (4.49) of the Hessian 

jr
 in (4.47) is always satisfied. 

Moreover, for the condition (4.50) of the Hessian matrix
jr
 in (4.47), it is sufficient 

to show that the second derivation of the function jr  over ijs  in (4.10) is negative. The first 

derivation of jr  over the variable ijs  is computed as 
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From (4.53) we compute the second derivation of jr  over the variable ijs  as 
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   

2 2

22 22
1

ln 2ln 2

ij ij ij ij ij ijj

out

ij
ij ij ij ij ijij ij ij ij

h h

hh

 



 
 

   
   

 

p pr
P

s s s ps p
. (4.54) 
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Evaluating the negativity of  (4.54), e.g., 
2/ 0j ij  r s , the second derivation of jr  

over ijs  in (4.54) yields that 
2

0ij ij ijh p , which always stands
50

. Hence, the second 

derivative of jr  over ijs   does exist, is continues, as  0,1ij s  is continues, and it is negative 

meaning that the condition (4.50) of the Hessian 
jr
 in (4.47) is always satisfied. Recalling 

that the function jr  in (4.10) is twice continuously differentiable and thus, the condition 

(4.48) is also satisfied. In conclusion, the Hessian matrix 
jr
 in (4.47) is negative semi-

definite yielding that the PBL function in (4.10) is concave over the 
FK N  

convex set 

 ,ij ijs p . Finally, the set  ,ij ijs p  is non-empty as for example for 1ij s  and 0ij p  the 

function jr  is equal to zero, e.g., 0j r  meaning that the set  ,ij ijs p  indeed exists. This 

completes the proof of Theorem 4.1.                        

B.2 Equivalency between the Problem in (4.12) and the A-NBS Throughput 

Maximization Problem in (4.11) - Proof of Theorem 4.3 

To prove that the problem in (4.12) is equivalent to the A-NBS throughput maximization 

problem in (4.11), it is sufficient to show that the utility function jU  in (4.13) strictly 

increases for all  ij ijs , p , which satisfy that the effective data rate jr  allocated to user j  is 

larger than the user j ’s minimum requirement, e.g., 
0

j jur . To prove that the utility 

function jU  in (4.13) strictly increases, we examine its first derivative over ijp , given by 

                                                      
50

 We remark that although we have set   21.5 / ln 5ij z ijBER     , the variable ij  is always 

positive e.g., 0ij  , as the term ijBER  takes only negative values [93]. 
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2

2
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ij ij ij

ij ij ij ij out ij j
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h u






 


  
 

 
         
  
 
 r

P s

p

p
s p P s

s

.      (4.55) 

From (4.55), it is straightforward that the first derivative of the utility function jU  in 

(4.13) over ijp  is positive, e.g., / 0j ijU  p . Hence, jU  in (4.13) strictly increases for all 

0ij p , which satisfy that 
0

j jur . Let us now denote the function  ij ij s  to represent the 

first-order derivative of jU  in (4.13) over ijs , e.g., /j ijU s , given by 

   
 

 

2 2

2 2

2

0

2

log 1
ln 2

1

1 log 1

j

ij ij ij ij ij ij

ij
ij ij ij ij

j

ij ij out j

ij
ij ij ij

out ij j

ij

h h

hU
w

h
u

 





 
  
   
      

       
   

      
  
 

 
 r

p p

s s p
s P

s p
P s

s

.     (4.56) 

Recalling that 0ij p , the denominator of the function  ij ij s  in (4.56) is positive 

for all ijs  satisfying 
0

j jur . Thus, to prove the strictly increasing property of jU  in (4.13) it 

is sufficient to show that the numerator of the function  ij ij s  in (4.56) is also positive for 

min

ij ijs s , where 
min 0ij s  is the unique solution of 

0

j jur . The numerator of the function 

 ij ij s  in (4.56) can be represented by the function    denoted by 

 
 

 
2log 1

ln 2 1

 




 
 

 
,     (4.57) 

where the variable   is given by 
2

/ij ij ij ijh  p s  and it is positive, e.g., 0  .  It is easy to 

verify that the first-order derivative of the function    over   is positive when 0  , i.e., 
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 

 
2

0
ln 2 1

 

 


 

  
, 0  .        

Therefore, not only the function    strictly increases but also we can reduce the 

numerator of the function  ij ij s  in (4.56) into     2

1 / ln 2 /out j ij ij ij ijw h  P p s  as 

from (4.57) it stands that    0 0    .  Thus, the function  ij ij s  in (4.56) is positive, 

e.g.,   0ij ij s , as both its nominator and denominator are positive. Consequently the first 

derivations of the utility function jU  in (4.13) over ijp  and ijs  are positive. In conclusion, 

the utility function jU  in (4.13)
 
strictly increases for all  ij ijs , p , which satisfy 

0

j jur , 

meaning that the two problems in (4.11) and (4.12) are equivalent. 

In continue, we prove that the utility function jU  in (4.13) is designed based on the 

A-NBS theorem matching the metric of weighted proportional fairness of resource sharing 

[157]. We consider the 1K   vector r  given by  

   10 0

1 1 ,...,
K

T
w w

K Ku u   
  

r r r ,                            (4.58) 

which expresses the users’ satisfaction. In addition, we define the 1K   vector of users’ 

weights W  denoted by  1,..., Kw wW . Then we can define the 1K   utility vector 

 ,U r W  with entries the utility function of each user j , e.g., 

    0,
jw

j j

j K

u


 U r W r .                                   (4.59) 

For the purpose of equilibrium analysis, we set the disagreement points of the utility 

function jU  in (4.13) to be equal to zero, e.g., 
0 0ju  , reducing the utility vector  ,U r W  in 

(4.59) to  

   ,
jw

j

j K

U r W r .                                        (4.60) 

As we have proven that the two problems in (4.11) and (4.12) are equivalent, the 

utility vector  ,U r W  in (4.60)
 
can be written as 
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   
1

, ln

              ln

K

j j

j

w




 

U r W

W r

r
.    (4.61) 

Moreover, assuming that the optimal allocation index and power are given by 
*

ijs  and 

*

ijp , respectively then we can define the 1K   vector *r  with entries the optimal effective 

data rate of each of the K  users, e.g., * * *

1 ,..., K
   r r r . From utility theory [33], a vector of 

rates, e.g., *r , is said to be weighted proportionally fair with weights, e.g., W ,  if and only if 

it is feasible and for any other feasible rate vector r  it satisfies that  * */ 0  W r r r  [157]. 

Hence, we examine the first derivative of the utility vector  ,U r W  in (4.61) at the point 

*r r , e.g.,  

 
 

   *

*
*

*

, ,

,
0



  
     

  

U

r W r W

r W r r
r r W

r r
.   (4.62) 

We observe that the first derivative of the utility vector  ,U r W  at the point *r r  

in (4.62) is indeed smaller or equal to zero. Consequently, the utility vector  ,U r W  in 

(4.61) guarantees the weighted proportional fairness condition of spectrum sharing because 

any movement along any direction *r r  at the optimum rate vector *r  cannot improve the 

utility vector  ,U r W . Hence, the optimal allocation index 
*

ijs  and transmitting power 
*

ijp  

provide weighted proportionally fair resource allocation when considered in the utility 

function  jU  in (4.13). This completes the proof of Theorem 4.3.             

B.3 Definition of the Cost Function of the A-NBS Optimization Problem 

under Imperfect CSIT and Channel Outage - Proof of Theorem 4.4 

In this Appendix, we aim to express the cost function of the A-NBS cross-layer optimization 

problem (4.14) - (4.21) in terms of the outage constraint (4.20), e.g., out appP P . 
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 Let us firstly consider the case where the channel is perfect. From the maximum 

achievable capacity ijc  in (4.6) and the time-sharing variables ijs  
and ijp  we can define the 

time-shared maximum achievable capacity ijc  of user j  on subcarrier i  under perfect 

channel conditions as 

2

2log 1
ij ij ij

ij

ij

h 
  
 
 

p
c

s
.    (4.63) 

Considering (4.63) and the outage constraint (4.20), e.g., out appP P , the 

instantaneous effective data rate ijr  of user j  on subcarrier i  in (4.8) can be written in terms 

of time-sharing as  ˆ 1
ij

ij app ijh
E    

 
r P c  and the instantaneous effective data rate jr  of user 

j  in (4.10) becomes  ˆ

1 1

1
F F

ij

N N

j ij ij app ij ijh
i i

E
 

 
      

 
 r s r P s c . Hence, as we define that 

1

K

j

j

U U


 , from (4.11) the utility function jU  in (4.13) can be rewritten in terms of time-

shared maximum achievable capacity ijc  as 

 

 

0

0

1

0

ˆ

1
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    ln 1

F

F
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j j j j

N

j ij ij j

i

N

j app ij ij jh
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U E w u

E w u

E w E u
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

  
 
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       

    

   
        

    





r

s r

P s c

.   (4.64) 

Examining (4.64) and our new definition of the utility function jU  of user j  in 

(4.22) it is straightforward that in order to prove Theorem 4.4 it is sufficient to show that 

under imperfect channel conditions the capacity ˆ
ij

ijh
E   c  as perceived by the system satisfies 

the outage constraint (4.20), e.g., out appP P , if 
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s
.   (4.65) 

From the definition of the target outage probability 
outP  

in Section 4.4.1 and our 

assumption in (4.65) we can express 
outP  as follows. 

 
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.                                             (4.66) 

We recall that the actual channel realization ijh  in (4.66) is CSGC distributed, e.g.,
 

 2ˆ ,ij ij hh h  , the term 
2

2/ij hh    is a non-central random chi-squared variable with two 

degrees of freedom and non-centrality parameter the term 
2

2ˆ /ij hh  . Hence, we can define the 

non-central chi-squared CDF 
 
 x




F  of the random variable x  with non-centrality 
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parameter 
2

2ˆ /ij hh   and two degrees of freedom, e.g.,  
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 to rewrite the condition 

in (4.66) as 
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52

    (4.67) 

From (4.67) we verify that our definition of the capacity  ˆ
ij

ijh
E c  as perceived by the 

system in (4.65) verifies the outage condition (4.20), e.g., out appP P . Consequently, the 

utility function jU  of user j  in (4.64) can be written as 
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51

 The non-central CDF of x  with two degrees of freedom and non-centrality parameter a  is 

given by 
 

   
2

2

11
aa

x x a  F Q , where  1 Q  denotes the Marcum Q-function of the first order [59]. 

52
 Through defining the inverse non-central chi-squared CDF 

 
 1






F  of the random variable y , 

with non-centrality parameter 
2

2ˆ /ij hh   and two degrees of freedom e.g.,  
2

2

2

1

ˆ /ij hh

y




 
 
 

F , we can utilize the 

property of the CDF [156], which specifies that    
2 2

2 2

2 2
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ˆ ˆ/ /ij h ij hh h

x y y x
 



   
   
   

  F F , to compute the 

equation in (4.67) 
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which resolves  (4.22). This completes the proof of Theorem 4.4.                          

B.4 Convexity of the A-NBS Optimization Problem - Proof of Proposition 4.1 

In this Appendix we focus on proofing the convexity of the A-NBS cross-layer optimization 

problem (4.30) - (4.36) along with the convexity and feasibility of its determined set. To 

avoid confusion, we separate our proofs into three different topics as below. 

1) Convexity of the A-NBS cross-layer optimization problem (4.30) - (4.36). By introducing 

the subcarrier time-sharing factor  0,1ij s
 
and the continues variable ij ij ijp s p  , the cost 

function in (4.30) as well as of the QoS constraint (4.35) have the form 

   maxln , , 1j ij j j jw q F T  r , which is a concave function over the non-empty and convex 

set  ,ij ijs p
 
due to its logarithmic origin [135] (see Theorem 4.1 for more details). Thus, the 

cost function in (4.30) and the QoS constraint (4.35) are also concave functions over the 

convex set  ,ij ijs p
 
as any positive linear combination of concave functions is a concave 

function. In addition, it is straightforward that the subcarrier, power and weight constraints 

(4.31) - (4.34) and (4.36)  are all affine over ijs  or ijp  and hence, they are convex functions 

over the convex set  ,ij ijs p . 

2) Convexity of the determined set of the A-NBS cross-layer optimization problem (4.30) - 

(4.36). Given the subcarrier time-sharing factor  0,1ij s  and the variable ij ij ijp s p , the 

cost function (4.30) of the A-NBS cross-layer optimization problem (4.30) - (4.36) is concave 

determining a convex set over  ,ij ijs p  [135]. In addition, each of the constraints (4.31) - 

(4.34) and (4.36), determines a convex set over  ,ij ijs p  due to its affinity. Also the QoS 

constraint (4.35) is concave hence, it also determines a convex set over  ,ij ijs p . Therefore, 



Appendix B.  Game-Theoretic Cross-Layer Design                                                                                               

171 

 

the set defined by all the five constraints (4.31) - (4.36) and by the cost function (4.30), is 

convex over  ,ij ijs p  as it is well-known that the intersection of convex sets is also convex. 

3) Feasibility of the determined set of the A-NBS cross-layer optimization problem (4.30) - 

(4.36).  We shall now verify that the convex set  ,ij ijs p  determined by the A-NBS cross-

layer optimization problem (4.30) - (4.36) is non-empty. Given the subcarrier time-sharing 

factor  0,1ij s  and the variable ij ij ijp s p , it is easy to obtain a FK N  feasible set over 

ijs  represented by, e.g., 
1S , that satisfies the subcarrier constraints (4.31) and (4.32), i.e., 

easily we can verify that for 1ij s  the set 
1S  is non-empty, e.g., 1 S . Similarly, there is 

another FK N  feasible set over ijp , e.g., 
2S , that satisfies the power and QoS constraints 

(4.33) - (4.36) and the cost function (4.30) which is also non-empty, i.e., if 1ij s
 
then for 
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the set 

2S  is non-empty, e.g., 

2S  . Moreover, in the    F FK N K N   -dimensional space  ,ij ijs p , the constraints 

(4.31) and (4.32) of the variables ijs  verify a cylinder set with base 
1S , while the constraints 

(4.33) - (4.36) and the cost function (4.30) of the variables ijp  verify another cylinder set 

with base 2S . Consequently, the constraints in  ,ij ijs p  determine the intersection of the two 

cylinders sets, e.g., 1 2S S , which it is obvious a non-empty set, e.g., 1 2 S S . Also, due 

to the affinity principle, the intersection 1 2S S  of the two cylinders sets is convex. 

Consequently, the A-NBS cross-layer optimization problem (4.30) - (4.36) is a convex 

                                                      
53

 The condition can be easily derived upon assuming that the cost function is positive, e.g.,
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optimization problem over a feasible    F FK N K N   -dimensional convex set. This 

completes the proof of Proposition 4.1.               

B.5 Optimal Subcarrier Allocation Index in Compliance with the A-NBS 

Principle - Theorem 4.5 

In this Appendix we determine the optimal subcarrier allocation index 
*

ijs  for user j  on 

subcarrier i . Let us firstly define the Lagrangian function  , , , , ,ij ij j is pL

 
of the A-

NBS cross-layer optimization problem (4.30) - (4.36) as 
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, (4.68) 

where j , , 
i

 and  are the LMs related with the QoS constraint (4.35), the power 

constraint (4.34), the subcarrier constraint (4.32) and the weight constraint (4.36), 

respectively. The necessary and sufficient conditions that satisfy the global optimum solutions 

of the A-NBS cross-layer optimization problem (4.30) - (4.36), are the KKT conditions 

defined as follows [135]. 

 
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 (4.87) 

where 
*

j , * , *

i
 and *  are the optimal LMs of j , , 

i
 and , respectively. 

Considering the correlation condition (4.29) and the definition of the function  ij ij s  in 

(4.56), the differentiation of the Lagrangian function  , , , , ,ij ij j is pL  in (4.68) over ijs , 

represented by the KKT condition (4.70), yields that 

 

 
 

 

* * * *, , , , , *, , , ,

2 2
* *

2 * 2
* *

2
*

*

2 *

, , , , ,

log 1
ln 2

1

1 log 1

ij ij jij ij j ii

ij ij j i

ij

ij ij ij ij ij ij

ij
ij ij ij ij

app j

ij ij ij

app ij

ij

h h

h
w

h

 





  
  

   







 
  
   


 
   
 
 

s p s p

s p

s

p p

s s p
P

p
P s

s

L

  

 

 

*

* * *

max

0

, , 1

ij

i ij ij i

j j jq F T 



 
 
 
 

     
 

 
 
 

s

s
. 

(4.88) 

From (4.88) we conclude the following relationship between the function  *

ij ij s  

and the optimal LM *

i
 

 * *

ij ij i s .     (4.89) 
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Differentiating the function  *

ij ij s  with respect to 
*

ijs , it is easy to verify that the 

derivation is negative, e.g.,  * */ 0ij ij ij  s s  for all 
* min

ij ijs s 54
. Hence, the function  *
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Moreover, differentiating the Lagrangian function  , , , , ,ij ij j is pL  in (4.68) 

over *

i
, which corresponds to the KKT condition (4.73), we get that 
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Hence, accounting (4.90) and (4.91) we conclude the following relationship 
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54

 We recall that 
min 0ij s  is the unique solution of   max, , 1j j j jq F T  r . 
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Thus,  *

i  strictly decreases and its inverse function  1   does exist. This 

completes the proof of Proposition 4.3.                        

From (4.92) and Proposition 4.3 we can define the optimal LM *

i
 as 

 * 1 1i

 , i .    (4.94) 

From (4.94) and (4.90) we finally derive the optimal subcarrier allocation index 
*

ijs  as 

 * 1 *

ij ij i

s , ,i j , 

which resolves equation (4.37) in Theorem 4.5. This completes the proof of Theorem 4.5.      

We remark that in equation (4.37) of Theorem 4.5 the chance for the optimal 

subcarrier allocation index 
*

ijs  to be the same for different users happens only with probability 

0. This is because the imperfect channel realizations 
2

ˆ
ijh  are i.i.d. for different users, e.g., for 

users j  and j  it stands that 
2 2

ˆ ˆ
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B.6 Optimal Transmitting Power in Compliance with the A-NBS Principle - 

Proofs of Theorem 4.6 

In this Appendix we determine the optimal transmitting power allocation 
*

ijp  for user j  on 

subcarrier i .  From the KKT condition (4.69), the differentiation of the Lagrangian function 

 , , , , ,ij ij j is pL  in (4.68) over ijp  yields the optimal channel allocation index 
* 0ij p  of 

user j  on subcarrier i  to be global maxima, e.g., 
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For notational brevity, let us define the variables 
*

ij  and 
*

ij  denoted by 
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respectively. Then from (4.96) and (4.97) the equation in (4.95) becomes 
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 It is easy to discriminate that the equation in (4.98) is a transcendental algebraic 

equation over the variable 
*

ij , e.g., it has the form  log
x

x ax b  , , 0a b  . Although other 

studies provide numerical or graphical solutions to equations similar to (4.95), we propose the 
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following solution methodology to define the optimal transmitting power 
*

ijp  of the A-NBS 

problem by means of final formulas. 

Let us suppose that the term     max, , 1 / 1j j j appq F T   P  at the right side of the 

equation in (4.98) is equal to  * *

2logij ijs , e.g., 

  
 
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,   (4.99) 

with the variable 
*

ij  to be defined as 
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.    (4.100) 

Then from (4.99) and (4.100) the equation in (4.98) becomes 

   
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* * * * *
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.   (4.101) 

Multiplying both sides of (4.101) with 
*1/ ij  it becomes 

*

*

* *
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 Defining the variable 
*

ij  as 

*

*

*

ij

ij

ij





 ,    (4.103) 

then equation (4.102) becomes 
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 
*

*

* *

2 *
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     *
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.    (4.104) 

To solve the equation (4.104) over 
*

ij  we use the Lambert-W function’s property 

[158]  according to which if xx z  then    exp lnz W z  or     ln / lnz z W z , where 

 W   denotes the Lambert-W function.  Hence, (4.104) yields that 

*

* *
* exp ln 2
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ij ij

ij W
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s
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    (4.105) 

In continue, with in sequence substitutions of the variables 
*

ij , 
*

ij , 
*

ij  and 
*

ij  given 

by (4.103), (4.100), (4.97) and (4.96), respectively, into equation (4.105), we easily derive the 

optimal transmitting power 
*

ijp , e.g., 
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(4.106) 

which yields the formula of the optimal transmitting power in (4.38) of Theorem 4.6. Finally, 

it is apparent that the optimal instantaneous transmitting power 
*

ijp  in (4.106) is always larger 

or equal to zero, e.g., 
* 0ij p . 

                                                      
55

 We remark that according to Lambert-W function’s property, equation (4.105) can be also 

written as 
   * * * * * */ /* ln 2 / ln 2

ij ij ij ij ij ij

ij W
   


    

     
    

s s
. 



Appendix B.  Game-Theoretic Cross-Layer Design                                                                                               

180 

 

In conclusion, 
*

ijp  in (4.106) indicates the amount of the instantaneous optimal 

transmitting power on subcarrier i  of each user j . To increase power efficiency, we need to 

discriminate which users require less power than others and consider them as optimal users. 

This can be achieved by a simple linear search among the 
FN  subcarriers for the optimum 

user *j , given by 
* *argmin ijj p . Our search would be always feasible for the reason that 

the chance for the optimal instantaneous transmitting power 
*

ijp  to be the same for different 

users happens only with probability 0, as the imperfect channel realizations 
2

ˆ
ijh  are i.i.d. 

This completes the proof of Theorem 4.6.           

B.7 Impact of Channel Imperfectness on Channel-Error-Inconsiderate Game 

Theoretic Schemes (MM and WMM) 

In this Appendix, we investigate the impact of channel imperfectness on the channel-error-

inconsiderate schemes MM [151], [152], [32] and WMM [153], [154], [155]. When MM and 

WMM scheduling is considered the time-shared data rate allocation policies ,ij MMr  and ,ij WMMr  

of user j  on subcarrier i are given by 
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56

   (4.108) 

respectively. Under channel error, e.g., when 2 0h  , MM and WMM cannot perform 

appropriate scheduling. However, we can compute the minimum power requirements and 

average effective data rates of MM and WMM focusing on the most strict equivalent data rate 

                                                      
56

 We recall that  
1


 denotes the indicator factor. 
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requirement of each user, e.g.,  max, ,j j jq F T  , since obviously  max, ,j j jq F T   is enough to 

satisfy each user’s delay constraints. In other words, the only criterion we can rely on to 

define the impact of channel imperfectness on channel-error-inconsiderate schemes is the 

minimum rate requirement derived by the upper-layer parameters, e.g.,  max, ,j j jq F T  . To 

avoid confusion, we separate the presentation of the specifications of MM and WMM as 

below. 

MM - In MM’s strategy, if jC  represents the class of each user j  then the target is to 

maximize the equivalent rate of the most delay-insensitive class, e.g., 

 maxmax min , ,
j j

j

C C C
C

q F T  . Similarly to the definition of the optimal effective data rate 
*

ijr  in 

(4.40), the minimum required power 
min,MMP  is calculated as follows. 
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As shown in [21] the term  
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ˆ / 1

ij
ij ij ij z ijh

E h 
  

  
  

s s  in (4.109) is computed as 

    
2

2

ˆ 22

ˆ

1 1 log
ij

ij ij

ij hh
ij z

h
E K






 
 

    
 
 

s
s

.
57

   (4.110) 

                                                      
57

  We recall that  x xb a   if limsup /x x xa b    and limsup /x x xb a   . 
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In addition, it is obvious that the term 
2 2ˆ ˆ ˆ
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 in (4.109) equals to 

1/ 2 . By (4.109) and (4.110), we can compute the minimum required power 
min,MMP  of MM 

under imperfect channel conditions as 
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Let us now consider that P  expresses the difference between the average available 

power to the BS 
TOTALP  and the minimum required power 

min,MMP  of MM in (4.111), e.g., 

min,TOTAL MMP P  P . If 
min,MMPr P  is the data rate under power 

min,MMP  P  and 
min,MMPr  the 

data rate under power 
min,MMP  then difference 

min, min,MM MMP Pr r  Pr  expresses the average 

system’s effective throughput among all the 
FN  subcarriers and it is computed as  
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Hence, under channel uncertainty, the MM’s total average effective data rate is given 

by 
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WMM - From the time-shared data rate allocation policy ,ij WMMr  in (4.108) , the minimum 

required power min,WMMP  in WMM scheduling is calculated as follows. 
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As shown in [21], the term  
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In addition, it is obvious that the term 2 2ˆ ˆ ˆ
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 in (4.112) equals to 

1/ 2 . By (4.112) and (4.113), we can compute the minimum required power 
min,WMMP  of 

WMM under imperfect channel conditions as 
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Let us now consider that P  expresses the difference between the average available 

power to the BS TOTALP  and the minimum required power 
min,WMMP  of WMM in (4.114), e.g., 

min,TOTAL WMMP P  P . If 
min,WMMPr P  is the data rate under power 

min,WMMP  P  and 
min,WMMPr  

the data rate under power 
min,WMMP  then difference 

min, min,WMM WMMP Pr r
  Pr  expresses the 

average system’s effective throughput among all the FN  subcarriers and it is computed as  
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Hence, under channel uncertainty, the WMM’s total average effective data rate is 

given by 
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Chapter 5                                                                               

Game Theoretic Cross-Layer Design for Cognitive Radios 

5.1 Introduction 

In this Chapter, we propose a new NBS-based cooperative game-theoretic scheduling 

framework for joint channel and power allocation in OFDMA cognitive radio (CR) systems 

with channel uncertainty. In particular, our objectives are to maximize the overall throughput 

of the CR network and simultaneously to achieve the proportional fair resource distribution 

with the protection of each licenced user (or Primary User (PU)) transmission, while 

guaranteeing each CR user (or Secondary User (SU)) minimum rate requirement and the 

proportional fairness and efficient power distribution among SUs. We rely on the symmetric 

Nash bargaining concept to introduce an analytical NBS-based cross-layer resource allocation 

policy for real-time operation in OFDMA CR systems. More precisely, we introduce a 

proportional fair PBL process with channel outage considerations to allocate both power and 

subcarriers in fully compliance with the S-NBS Axioms. Relying on our PBL process we aim 

to maximize the overall effective throughput of heterogeneous CR users subject to subcarrier, 

power and QoS constraints. Using channel time-sharing relaxation, we formulate a convex 

optimization problem and establish a feasibility condition for the determined convex set to 

satisfy all constraints. Moreover, we obtain the optimal solutions via closed-form analysis by 

introducing a contemporary solution methodology that involves Lambert-W function 

properties. With our methodology, we successfully solve transcendental algebraic equations 

that appear during the NBS oriented optimization process and achieve deriving the first joint 

power and channel optimal allocation policy for the S-NBS problem in CR systems by means 

of final formulas. In addition, due to our new solution concept of cross-layer designs we 

enhance the CR system’s power efficiency and establish low complexity implementation 
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mechanisms, which do not require iterative processes as usual to search the optimal solution 

numerically. Finally, through simulation comparisons we demonstrate that the proposed 

cross-layer scheme for CR networks outperforms the existing maximal rate, fixed assignment 

and max-min fairness, and converges in real-time to accurate Pareto optimal solutions. The 

key contributions of this research part have been numbered and discussed in Section 1.2 of 

Chapter 1. 

5.2 Literature review 

It is certain that the rapid growth of wireless services has led to growing demand for radio 

spectrum. Nevertheless, although radio spectrum is limited, valuable, and increasingly 

congested, recent spectrum-measurement campaigns indicate that most of the licensed 

spectrum is underutilized [12]. To deal with the dilemma between spectrum congestion and 

spectrum underutilization, CR technology has been proposed and advocated as an enabling 

technique that promises to overcome the problem of spectrum scarcity caused by the current 

way of fixed spectrum allocation [48], [49]. Dynamic spectrum access or spectrum-sharing is 

considered as one critical merit provided by CR technology [159]. In such a case, a CR user is 

able to intelligently detect radio spectrums that are temporarily unused by licensed PUs and to 

dynamically utilize those spectrums available, so-called white spaces. The coexistence of PU 

and SU networks is described by three basic spectrum-sharing scenarios; spectrum overlay, 

where the SU network utilizes a license band when the PU network is using the band [55], 

spectrum underlay, where simultaneous transmissions of PU and SU networks are allowed 

under the condition that the SU network interferes lower than a certain threshold with the PU 

network [34], [160], [161] and inter-weaved spectrum, which combines the above two 

spectrum-sharing methods [162]. In particular, under inter-weaved spectrum-sharing the SU 

system can utilize the unused license band, i.e., a white space, when the spectrum is typically 

under-utilized. The secondary transmitter in this mode needs to operate in real-time to 

monitor spectrum and detect the white space that changes with time and geographic location. 

There is an abundance of studies for CR network resource allocation in the relevant 

literature [53], [163], [164], [165], [166], [167], [168], [169], [170], [171], [172]. Resource 

allocation for OFDM-based CR networks is examined in [163] and [164], where optimal 



Chapter 5.  Game Theoretic Cross-Layer Design for Cognitive Radios                                                    

186 

 

schemes derived via Lagrangian formulation are proposed to maximize the DL capacities of a 

single and multiple SUs, respectively while guaranteeing the interference to the PUs being 

below a specified threshold. The study in [165] proposes a partitioned iterative water-filling 

algorithm that enhances the capacity of an OFDM CR system, while the issue of DL channel 

assignment and power control for FDMA-based CR is addressed in [166], where the locations 

of the wireless users are considered fixed. Moreover, the authors in [167] and [168] utilize 

dual frameworks to provide centralized and distributed algorithms that improve the total 

achievable sum rate of SU OFDMA networks subject to interference constraints specified at 

the PUs’ receivers. In addition, the works in [169] and [170] examine the aspect of dynamic 

PU activity in OFDM CR systems investigating the case where channels are not always 

available to SUs. The authors in [53] and [171] study the information theoretical capacity of 

point-to-point CR channels under various scenarios. However, although the above mentioned 

studies are very fundamental on the analysis of CR systems, they all assume that SUs have 

perfect knowledge of the CSI and also have been designed on a single-layer basis. To the best 

of our knowledge, only [53] and [172] address the resource allocation problem in OFDM-

based CR systems with partial CSI but without cross-layer considerations. 

On the other hand, the previously reported studies do not deliberate game-theoretic 

scheduling, which are widely recognized as powerful tools for distributed resource allocation 

and decision making in interactive multiuser CR systems. Mainly implemented through 

heuristic techniques, Nash Equilibrium Solutions (NES) are proposed in [34], [38], [39], [50], 

[51], [52], [53], [54], [55], [160], [161], [162], [173], where the topic of resource allocation is 

addressed through non-cooperative game scenarios. Additionally, pricing NES-based schemes 

that improve network utility are introduced in [52], [53], [174]. However, as NES have been 

proven to be inefficient [41], the achievable network sum utility can be low compared with 

centralized optimization in cooperative game scenarios. This is because in CR networks, SUs 

are motivated to cooperate with each other to enhance their own transmission opportunities 

and achieve high spectrum efficiency. Hence, cooperative game theory favours distributed 

resource allocation in CR networks, where efficiency and fairness are two of the most 

concerned metrics. Arising from the Nash Axioms, the Pareto optimality in the cooperative 

game theoretic schemes in [37], [42], [43], [149], [175] guarantee efficiency and proportional 

fairness. For example, [175] investigates resource allocation using the Nash bargaining game 
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and the coalition game in OFDMA networks, whereas [149] focuses on the issues of 

efficiency, fairness, and QoS guarantee using the framework of the NBS. Among all the 

afore-mentioned studies only the approaches in [37], [42], [43], [149] introduce analytical 

solutions using S-NBS resource allocation in CR networks by solely addressing the NBS 

allocation of power. However, examining the analysis presented in those studies we are quite 

biased for the validity of the optimal solutions as the authors do not prove the existence of the 

convex set, which satisfies all the power constraints of the CR optimization problems. 

Although recent efforts our first observation is that either in general or especially for 

CR networks no study has yet proposed the actual S-NBS of both subcarrier and power 

allocation. Through our experience, we evaluate that this major insufficiency in the field of 

wireless networking comes from the difficulty of solving transcendental algebraic equations 

of the form, i.e.,  log
x

x ax b  , , 0a b   that appear during the S-NBS-based convex 

optimization process [59], [41]
58

. We also estimate that this is the reason that most of the 

afore-mentioned CR approaches propose numerical or even graphical solutions. Therefore, 

we introduce an intelligent methodology to solve such equations that allows us to derive the 

optimal policy for the actual S-NBS of both power and channel allocation by means of final 

formulas.  Our second observation is that five important parameters for next-generation CR 

networks have not been yet combined in any of the previously stated approaches. i) 

Heterogeneity of SUs ii) data outage due to imperfect channel conditions, iii) complexity of 

the implementation algorithm, iv) improvements on transmitting power-efficiency and v) 

cross-layer structure. Hence, we address the above issues by introducing an aggregate game-

theoretic resource scheduling scheme from the cross-layer perspective considering inter-

weaved spectrum-sharing. Our third observation is that although it is essential for the CR 

transmitter to operate in real-time, no study reports efforts on iterative-independent and non-

heuristic implementation algorithms. For this reason, we rely on uniform transmitting power 

allocation among channel time-sharing factors to introduce a different approach on the 

solution of S-NBS-based optimization problems that favours power-efficiency and also 

                                                      
58

 We remark that in this research part we focus on S-NBS-based fairness instead of A-NBS for the 

reason that various weights are not necessary to be considered in CR systems as SUs exploit the available 

resources from the primary network opportunistically. 
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delivers iterative-independent optimal CR scheduling policies. Our fourth observation is that 

although the plurality of relevant researches the convexity of the NBS-based optimization 

problem in many studies is not sufficiently proven. In particular, it is well-known that a CR 

optimization problem involves interference cancelation constraints between PUs and SUs in 

terms of power thresholds. These interference cancelation constraints on one hand are related 

but on the other hand they frequently contradict each other due to different requirements of 

PUs and SUs, channel conditions and spectrum availability. Hence, as we further explain in 

Section 5.5.3, the convexity of such problems is not always guaranteed as some constraints 

may not be satisfied and thus, the optimal results often are infeasible. For this reason we 

establish a condition for our optimization problem to be convex over a convex and non-empty 

set that satisfies all constraints. 

For the ease of reference, in this Chapter we name the proposed S-NBS-based 

Scheduler for CR networks as S-NBS-CR, the Error-Inconsiderate Scheduler for CR networks 

developed in our previous work [176] as EIS-NBS-CR, the Error-Considerate opportunistic 

Scheduler for CR networks adopted in [17], [24], [56] as ECS-CR, the  Error-Inconsiderate 

Power-NBS-based Scheduler for CR networks adopted in [37], [42], [43], [149], [175] as 

EIP-NBS-CR, the Error-Inconsiderate Fixed power and channel Assignment Scheduling 

scenario for CR networks utilised in [27], [37], [60] as EIFAS-CR and the Max-Min fairness 

scheduler for CRs adopted in [32], [151], [152] as MM-CR. 

5.3 System Model 

This Section outlines the DL OFDMA system model, which is the basis of the proposed S-

NBS-CR cross-layer resource allocation problem formulated in Section 5.3. As illustrated in 

Figure 5.1 , in our CR modelling two wireless multi-user systems coexist; the primary and the 

secondary network. The primary network includes K   PUs that refers to the users, which own 

the permanent or legacy rights on the usage of the wireless spectrum. On the other hand the 

secondary network encompasses K  heterogeneous SUs, CN  orthogonal subcarriers and the 

BS that operates under S-NBS-CR scheduling. Each SU j K  can exploit the spectrum 

holes and simultaneously transmit with PUs in a way where interference to PUs is avoided. In 
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Figure 5.1 - System model for a CR system involving two multi-user networks. Downlink 

OFDMA resource scheduling based on the S-NBS principle with imperfect 

channel and heterogeneous QoS requirements of the SUs. 

other words, the S-NBS-CR scheduling decision firstly needs to comply with cognitive 

capabilities, such as sensing the spectrum reliably to check whether it is being used by a PU 

j K  and secondly to change the radio parameters to exploit the unused part of the 

spectrum without interfering any transmission of PUs. To avoid transmission interference 

each SU is constrained by power threshold rules, which as we will see later in Section 5.3.3 

can be defined based on the affined distances d  between PUs and SUs, e.g., jjd  , jKd  , Kjd  , 

KKd  , and PUs and BS, e.g., 
BS

jd  , BS

Kd  . In addition, in our modelling we consider that each 

SU j  has its own minimum QoS requirement 
0

ju  in order to start cooperating with others for 

the NBS game to be feasible. The minimum QoS requirement 
0

ju   is always positive or equal 
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to zero, e.g., 
0 0ju   and it is directly related with user’s QoS requirements from higher layers. 

However, the minimum requirement 
0

ju  is not necessarily equal to each SU’s j  minimum 

QoS from higher layers; in fact it should be smaller. The reason is that there may be instances, 

i.e., channel is highly imperfect, where on one hand the S-NBS game may be feasible, e.g., 

wireless resources may be enough to satisfy all 
0

ju s, but on the other hand the minimum QoS 

requirements of SUs from higher layers may not be completely satisfied. Nevertheless, even 

in such cases we must ensure that the available resources will be fairly distributed among SUs 

according to the S-NBS property.  

The main operation of the S-NBS-CR is related to our previously proposed PE-AETS 

and A-NBS schemes with main differences due to networks’ coexistence. In particular, prior 

to the scheduling decision, S-NBS-CR collects the CSI and the QoS requirements of the SUs 

as well as the positioning of each PU and SU. More precisely, the CSI is obtained at the 

beginning of each scheduling interval through performing MMSE estimation of the imperfect 

channel in TDD operation
59

 as described in Sections 3.3.2 and 3.3.2 of Chapter 3. 

Furthermore, the QSI is attained according to an incremental update algorithm [133], [134], 

which observes the current backlogs in each SU’s independent buffer
60

. In addition, the QSI is 

updated according to how frequently the state of the SU’s mobility and positioning changes in 

relation with those of PUs. In other words, instead of updating the QoS information before 

each time slot as in [14], [17], [20], [21], [22], [23], [24], [27], [32], [56], [60], [151], [152], 

[153], [154] S-NBS-CR uses the incremental update algorithm to reduce its pre-processing 

process. Moreover, the positioning of each PU and SU is specified by information acquired 

by space-based systems such as GPS [177] via UL feedback channels transmitted by each PU 

and SU. Assuming perfect CSIR, the S-NBS-CR scheduling descision is taken once every 

time slot based on the estimated CSI, QSI and users’ positioning information, and passes the 

resource allocation result to the OFDMA transmitter. Finally, we assume that the subcarrier 

                                                      
59

 The system can also operate under FDD, where perfect feedback of DL CSIT from mobile users 

is required. 
60

 To avoid buffer overflow we assume that users’ buffers are sufficiently large enough for storing 

packets arrived from higher layer. 
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and transmitting power allocation decision made by the BS transmitter at the secondary 

network is announced to individual SU through a separate control channel. 

5.3.1 Downlink Channel Modelling and CSIT Estimation from Imperfect 

Channel 

In this Section, we adopt the channel modelling presented in Section 3.3 of Chapter 3, where 

the received OFDM symbol vector for the -thj  SU at each OFDM block is given by 

j j j  y H x z .                                                       (5.1) 

We recall that 
j ijy   y  and 

j ijx   x  in  (5.1) are the complex-valued vectors 

of the received and transmitted OFDM blocks ijy  and ijx
 
of SU j  on the -thi subcarrier, 

respectively. We also evoke that  jdiagH h  represents the channel gain matrix with the 

channel gains vectors jh  having entries the i.i.d actual channel gain feedback ijh
 
of SU j  on 

subcarrier i . Regarding the noise vector 
j ijz   z , we consider that its entries ijz  signify 

the channel noise of SU j  on subcarrier i  and are CSCG i.i.d variables, e.g., 

 20,ij zz  , with zero mean and 2

z  variance given by 2

0 /z CN BW N   , where 0N  

and BW  is the noise density and channel bandwidth, respectively. 

The power P  and data rate R  allocation policies of the S-NBS-CR scheme at the 

PHY layer are denoted by the matrices ij
  = pP   and ij

  = rR  with 
2

ij ijE x 
  

p  and 

ijr  to represent the instantaneous transmitting power and data rate allocated from the 

scheduler at the BS to SU j  through subcarrier i , respectively. In addition, for the efficiency 

of the transmission between BS and users, we consider M-QAM modulation with the Bit-

Error-Rate (BER) of SU j  on subcarrier i  to be given by [67], [92], [106] 

1.5
0.2 exp

2 1ij

ij

ij

  
   

 
r

SNR
BER ,    (5.2) 
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The term ijSNR  in (5.2) represents the signal-to-noise (SNR) ratio of SU j  on 

subcarrier i  given by 
2

2/ij ij ij zh SNR p  [156]. Depending on the number of bits 

assigned to a subcarrier, the adaptive modulator uses a corresponding M-QAM modulation 

scheme, and the transmitting power level is adjusted according to the combined power, 

subcarrier and bit allocation decision. Hence, the adaptive modulator adjusts the number of 

bits loaded on the -thi  subcarrier of SU j  by allowing the instantaneous data rate ijr  to take 

values from the set D , e.g.,  0,ij r D . The set D  expresses the possible number of 

information that can be transmitted by a subcarrier and it is denoted by  0,1,..., DD , 

where D  is the maximum number of information that can be transmitted by each subcarrier. 

Moreover, the subcarrier allocation policy at the PHY layer is represented by the 

matrix ij
   sS , where  0,1ij s  is the subcarrier allocation index meaning that 1ij s  

when subcarrier i  is allocated to SU j  otherwise 0ij s . Hence, to ensure that during a time 

slot each subcarrier is allocated to one SU only, we define a necessary subcarrier allocation 

condition as 

1

1
CN

ij

i

s , i .     (5.3) 

In addition, we term a transmitting power allocation rule as 

1 1

1 CNK

ij ij TOTAL

j iC

E P
N  

 
 

 
s p ,

61
                          (5.4) 

guaranteeing that the average transmitting power over all users and subcarriers should be 

smaller or equal than the average total available power at the BS denoted by TOTALP . 

In continue, we model the imperfect channel by representing the independent 

distributed estimated channel gain ˆ
ijh  of SU j  on subcarrier i , as 

                                                      
61 The left side of (5.4) is divided by the number of subcarriers 

CN  as we refer to average 

quantities. This means that 
TOTALP  is the total available power at the BS taking into consideration the effects 

such as PAPR maximizing that way the utilization of all subcarriers.  
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ˆ ˆ
ij ij ijh h h   ,                                                 (5.5) 

where ijh  in (5.5) is the actual channel gain feedback and ijh  the zero mean CSCG channel 

error term of user j  on subcarrier i  with known PDF. To increase the system’s resilience to 

CSI errors and also to enhance its throughput efficiency, we perform non-spheristic 

estimation of the imperfect channel utilizing our effective MMSE channel estimation process 

presented in Section 3.3.2 of Chapter 3. We recall that in our estimation process the channel 

errors  ijh  and the estimated channel gains  ˆ
ijh  are uncorrelated, while the estimation 

errors among each user’s subcarriers are correlated with MMSE variance 2

h  to be depended 

on each subcarrier’s parameters. 

5.3.2 MAC and Upper Layer Modelling from Cross-Layer Perspective 

Packets from upper layers arrive to each SU j ’s buffer according to a Poisson arrival process 

with independent arrival rate denoted by j  (in packets per time slot). In our source 

modelling the K  SUs have heterogeneous applications in nature and consequently each SU 

has a maximum delay tolerance denoted by 
max

jT . Hence, upon spectrum availability SUs with 

heavier traffic load have higher arrival rate j , while SUs who are more delay-sensitive have 

stringent maximum delay tolerance 
max

jT . As in our previous works, we characterize the QoS 

parameters of each SU j  by the tuple max, ,j jF T  
  , where F  denotes the size of each packet 

in bits. 

The MAC layer is responsible for the S-NBS-CR scheduling at every fading block 

based on the current system dynamics. We recall that system dynamics change dynamically 

over time and express the perception of the S-NBS-CR scheduler at the MAC layer regarding 

the current system state, e.g., CSI from PHY layer and QSI and PUs’, SUs’ positioning. We 

denote S-NBS-CR’s system state as  ˆ
, ,H Q M , where 

ˆH , Q  
and M  are the system 
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dynamics; 
ˆH  is the 

CN K  matrix of the estimated channel gain given by 
2ˆ ˆ

ijE h
 


  

H , 

Q  is the 1K   vector of the QSI given by 
jq   Q  with its -thj  component jq  to denote 

the number of packets remains in SU j ’s buffer and M  is the 1K   vector of SUs’ positions 

given by 
j

   M m . 

At the beginning of every OFDM frame, the BS of the secondary network estimates 

the CSIT from dedicated UL pilot symbols and observes the current backlogs in the buffer 

according to an incremental update algorithm as described in Section 3.3 of Chapter 3. Based 

on the obtained CSIT and QSI, S-NBS-CR at the cross-layer determines the subcarrier 

allocation from the policy ˆ
, , 

  
S H Q M , the transmitting power allocation from the policy 

ˆ
, , 

  
P H Q M  and the throughput allocation from the policy ˆ

, , 
  

R H Q M . The 

scheduling results are then broadcasted on downlink channels to all users before subsequent 

downlink packet transmissions at scheduled rates. 

5.3.3 Power-Driven Interference Cancelation Conditions and QoS 

Considerations 

Let us now establish the CR system’s regulations for transmission interference cancelation 

that ensure successful and simultaneous transmissions of PUs and SUs. As discussed 

previously one of the most important features of a CR system is to allow multiple SUs to 

dynamically access white spaces in order to improve efficiency of the overall network 

spectrum utilization. In the coexistence scenario shown in Figure 5.1, SUs’ opportunistic 

transmissions give rise to interference with PUs. To quantify and manage the interference, 

proper interference power constraints must be imposed to protect active PUs from harmful 

interference caused by SUs. Hence, to protect potential transmission of PUs and at the same 

time guarantee their QoS, the received Signal to Interference-plus-Noise Ratio (SINR) at the 

-thj  PU must be above a certain level, e.g., a predefined threshold to protect the PU’s 
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communication given by min

PU . If the distance between the BS and the -thj  PU is denoted by 

BS

jd  , then we can obtain an interference cancelation rule as [178] 
62

 

 

   

min

0

1

C

PU BS

j j

PUN
j

ij ij jj

i

P d

d BW N









 

 






 

   
 
 s p

,   (5.6) 

where 
PU

jP   in (5.6) denotes the transmitting power of the -thj  
PU, jjd   the distance between 

the -thj  CR user and the -thj  PU,   the exponent of propagation loss and 
0

jN

 the noise 

power of the -thj  PU. In our system the affined distances jjd   and 
BS

jd   are specified by 

space-based systems such as the Global Positioning System (GPS) [177], while the BS 

acquires information for each PUs’ transmitting power 
PU

jP   via feedback channels. 

Furthermore, accounting the definition of the instantaneous transmitting power ijp
 
and the 

subcarrier allocation index ijs  in Section 5.3.1, the interference cancelation regulation in (5.6) 

can be expressed in terms of interference power constraint as 

  max

1

CN

ij ij j

i

E P


 
 

 
 s p ,

  
   (5.7) 

where the variable 
max

jP  in (5.7) denotes the maximum interference power tolerated by the 

-thj  PU and is calculated by 

 
max 0

min

PU BS j
j j

j

PU jj
jj

P d BW N
P

d d








 






   
    
   
   

.    (5.8) 

In other words, the power-driven interference cancelation condition in (5.7) indicates 

that PUs’ QoS is satisfied and their communication is protected when the total transmit power 

of each SU j  on all its allocated subcarriers is constrained by the maximum interference 

power tolerated 
max

jP , which is depended on several dynamic parameters of the involved 

system users. 

                                                      
62

 In this work, only propagation losses are considered when the scheduler calculates the channel 

gains of a PU. Similar analysis can be done when the channel fading gains are also considered for PUs.   
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Nevertheless, by only considering the condition in (5.7) elimination of transmission 

interference among PUs and SUs is not ensured. The reason is that we have not yet 

considered the QoS regulation that describes SUs’ demand to satisfy their minimum 

requirements without interfering with the PUs. To clarify further we need to establish an 

additional condition, which should also be expressed in terms of transmitting power for 

consistency reasons, to maintain minimum communication quality for the SUs and at the 

same time not to invalidate the interference cancelation condition of the PUs in (5.7). Let us 

assume that each SU j  requires its SINR not to be smaller than a predefined cut-off power 

threshold denoted by 
min

j . Recalling from (5.3) that our system does not allow more than one 

SUs to occupy a subcarrier we can define the power-driven QoS condition for SUs as
63

 

2
2 min

1

ˆ /
CN

ij ij ij z j

i

E h  


 
 

 
s p ,    (5.9) 

which can be further simplified to 

2
min

1

ˆ
CN

ij ij ij j

i

E h P


  
  

  
 s p ,    (5.10) 

The variable 
min

jP  in (5.10) expresses the minimum power required by the -thj  SU to 

satisfy its minimum QoS requirements without interfering with PUs and it is calculated by 

min

0min min 2 j

j j z

C

BW N
P

N


 

 
   .                                 (5.11) 

Evidently, the interference cancelation power constraints in (5.7) and (5.10) indicate 

the admissible worst radio-frequency environment for the PUs and SUs, respectively. Later in 

Section 5.5, we will formulate the cross-layer resource allocation problem for the CR system 

as a traditional optimization problem under power-driven interference cancelation conditions 

imposed for PU protection, in addition to the requirements on the minimum SINR for the 

SUs. We remark that the cut-off power threshold 
min

j  of each SU is directly related with its 

                                                      
63

 We remark that the interference among system’s subcarriers is out of the scope of this work as 

from the condition in (5.3) it is straightforward that subcarrier allocations are assumed to be perfectly 

orthogonal among SUs. 
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minimum requirement 
0

ju  to join the S-NBS game as well as with its minimum QoS demand 

from higher layers. In contrary to many relevant studies, in Section 5.5.2 we shall correlate 

each SU’s cut-off power threshold 
min

j  
in (5.11) with its equivalent data rate at higher layers 

and its minimum requirement 
0

ju  to join the S-NBS game. In addition, we will establish a 

feasibility condition that correlates the power-driven CR constraints, e.g., 
min

jP
 
in (5.11), 

max

jP
 
in (5.8) and the total available power at the BS 

TOTALP  
in (5.4).  Such feasibility 

condition is vital for the validity of the scheduling decision as it is frequent the interference 

cancelation conditions to contradict each other. 

5.4 Effective Data Rate under Imperfect CSIT and Channel Outage - 

Fairness Aware PBL Process for OFDMA-based CR Systems 

In this Section, we design a novel fairness aware PBL process that fully complies with the S-

NBS of power and subcarrier allocation considering imperfect channel and outage conditions. 

Our approach is similar to the PBL process developed in Section 4.4 of Chapter 4 with key 

differences to occur due to symmetric fairness considerations. Hence, to clarify every fold of 

our new research topic, we present the S-NBS-based PBL process in its full measure. For the 

ease of presentation, we separate the formulation of the S-NBS-based PBL process into two 

parts: the first part regards the imperfect channel and outage considerations, while the second 

part concerns the symmetric fairness awareness. 

5.4.1 Imperfect Channel and Outage Considerations - Part A 

As we thoroughly explained in Section 3.4 of Chapter 3, imperfect channel may result in 

scheduled rates greater than the maximum channel’s capacity [136]. Hence, we shall firstly 

address the systematic effect of packet error due to channel noise and outage to define the 

effective instantaneous data rate ijr  of the S-NBS-CR. 
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By the definition of the BER in (5.2), the instantaneous data rate ijr  allocated to SU 

j  through subcarrier i , has been defined as a function of the actual channel realization ijh  

hence, it is in fact the maximum achievable capacity ijc  of subcarrier i  allocated to SU j  

during a fading slot. From the Shannon’s capacity theorem [136] and by defining the variable 

  21.5 / ln 5ij z ij   BERh  for brevity, we can define the maximum achievable capacity 

ijc  of subcarrier i  allocated to SU j  as 

 2

2log 1ij ij ij ijh c ph .                                         (5.12) 

Our target is to define a PBL process to describe the maximum possible data rate 

transmission under channel outage. In our PBL process, the instantaneous effective data rate 

ijr  should firstly be smaller or equal than the maximum achievable capacity ijc  in (5.12), 

e.g., ij ijr c , and secondly it should be defined as the maximum instantaneous data 

successfully delivered to SU j  through subcarrier i , e.g., 

 
1

ij ij
ij ij
 

r c
r c ,     (5.13) 

where the indicator function 
 

1
ij ijr c

 in (5.13) is given by 
 

1,  
1

0,  ij ij

ij ij

ij ij

c

c


 


r c

r

r
, ,i j . Hence, 

accounting the imperfect channel realization ˆ
ijh

 
in (5.12), the instantaneous effective data 

rate ijr  in (5.13) is computed as 

 

 

  
 

ˆ ˆ

ˆ

ˆ

ˆ ,

1

   1

ˆ   Pr

   1

ij ij ijij ij

ij ij ij

ij

ij

ij ijh h h

ijh

ij ij ij ijh

out ij ijh

E E

E

E h

E





   
    

  
  

   
  

   
 

r c

r c

r c

c

r c c

P c

,    (5.14) 

where ,out ijP  represents the target channel outage probability of each subcarrier i  allocated to 

SU j  and it is given by ˆ,
ˆ1 Pr

ij
out ij ij ij ijh

E h       
P c c . In other words, ,out ijP  in (5.14) 
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indicates the target channel outage probability determined by the probability where the 

maximum achievable capacity ijc  is smaller than the capacity ˆ
ij

ijh
E  

 c  as perceived by the 

system due to the imperfect channel realizations ˆ
ijh . For simplicity, we assume that the target 

channel outage probability ,out ijP  is the same for each user and subcarrier, e.g., ,out ij outP P . 

Furthermore, from the definitions of the instantaneous effective data rate ijr  in (5.14) and of 

the maximum achievable capacity ijc  in (5.12) we can define the PBL process of the effective 

data rate jr  allocated to SU j  as 

 

   

ˆ

1

2

ˆ 2

1

1

   1 log 1

C

ij

C

ij

N

j out ij ijh
i

N

out ij ij ij ijh
i

E

E h





 
    

 

 
     

 





r P s c

P s ph

,   (5.15) 

where ˆ
ˆ1 Pr

ij
out ij ij ijh

E h       
P c c  is the probability of successfully transmitting 

information. The definition of our PBL process in (5.15), on one hand considers channel 

imperfectness and channel outage but on the other hand it does not have not yet include 

symmetric fairness considerations. 

5.4.2 S-NBS Fairness Considerations - Part B 

We shall now apply the S-NBS property in the PBL process in (5.15). Examining equation 

(5.15), we observe that we cannot directly apply the S-NBS property as we have not yet 

shown that our function is convex. In fact, our PBL function is not convex as it includes the 

discrete variable of the subcarrier index ijs , e.g.,  0,1ij s , and the continues variable of the 

instantaneous transmitting power ijp . To achieve convexity we transform the discrete 

variable of the subcarrier index ijs  through utilizing subcarrier time-sharing relaxation [140] 

that allows us to define the continue variable  0,1ij s  (see Section 3.6.1 of Chapter 3 for 

more details). The subcarrier time-sharing ijs  
of each subcarrier i  bears the definition of the 
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variables ij ij ijr s r  and ij ij ijp s p , which express the instantaneous effective data rate and 

the instantaneous transmitting power of SU j  on subcarrier i  scaled by the same factor ijs . 

In other words, we can write our PBL process in (5.15) in terms of subcarrier time-sharing as 

 

2

ˆ 2

1

1 log 1
C

ij

N
ij ij ij

j out ijh
i ij

h
E



  
      
  
   


p

r P s
s

h
,  (5.16) 

with the M-QAM modulator allowing the instantaneous effective data rate ijr  of SU j  on 

subcarrier i  to take values from the set  0,1,..., ij s DD e.g., 0,ij ij
   r s D . 

Theorem 5.1 - Given the subcarrier time-sharing factor  0,1ij s  and the new power 

transmission variable ij ij ijp s p , the PBL function in (5.16) that expresses the effective data 

rate jr  allocated to SU j , is a concave function over the non-empty and convex set 

 , .ij ijs p  

Proof - The proof of Theorem 5.1 is similar to the proof of Theorem 4.1 in Chapter 4 and has 

been omitted from this Thesis due to space limitations.            

Since in Theorem 5.1  we prove that our PBL function (5.16) is concave over the non-

empty and convex set  ,ij ijs p , we can now apply the S-NBS property on the instantaneous 

effective data rate jr  of SU j . More precisely, we consider each SU j ’s minimum QoS 

requirement 
0 0ju   to join the S-NBS game along with the S-NBS property and its Axioms as 

described in Lemma 2.1 and Section 2.4, respectively to define the following Theorem. 

Theorem 5.2 – As the function jr  in (5.16) is convex upper-bounded defined on the non-

empty and convex set  ,ij ijs p , there exists a symmetric Nash bargaining point that verifies 

0

j jur ,  0,1ij s , 0ij p  and comprises the unique solution of the maximization problem 

 0

,
max

ij ij

j j

j K

u



s p

r .    (5.17) 
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Proof - The proof of Theorem 5.2 is similar to the proof of Lemma 2.1 and to the S-NBS 

property presented in [40] and has been omitted from this Thesis due to space limitations.     

In Theorem 5.2, we describe an un-constrained throughput maximization problem 

with its cost function to express each SU j ’s throughput satisfaction in the S-NBS game 

strategy. The physical meaning of the cost function of the problem (5.17) is the amount of 

extra resources allocated to SU j , i.e., excess throughput obtained by SU j . Moreover, to 

present the S-NBS throughput maximization problem in its full measure, we substitute in the 

problem (5.17) the effective data rate jr  of SU j  given by (5.16) and by taking advantage of 

the strictly increasing property of the logarithm function we define a new S-NBS throughput 

maximization problem as below 

 

 

0

,

2

0

ˆ 2
,

1 1

                              max

max ln 1 log 1

ij ij

C

ij
ij ij

j j

j K

NK
ij ij ij

out ij jh
j i ij

u

h
E u



 

 

   
       
        



 

s p

s p

r

p
P s

s

h
.  (5.18) 

Nevertheless, although we have taken into consideration the strictly increasing 

property of the logarithm function, it is not ensured that the new problem (5.18) is equivalent 

to the S-NBS-based maximization problem (5.17). The reason is that it is still uncertain that 

the cost function of the new problem (5.18) can provide a unique solution over  ,ij ijs p , 

which ensures that the effective data rate jr  allocated to SU j  is larger than the user j ’s 

minimum requirement, e.g., 
0

j jur . To prove the equivalency between the two problems it 

is sufficient to show that the cost function of the new problem (5.18) strictly increases for all 

 ,ij ijs p  such that 
0

j jur . Showing that the new cost function strictly increases it is then 

straightforward that the solution  ,ij ijs p  is unique and that it fully complies with the S-NBS 

property as explained in Section 4.4 of Chapter 4. Let us denote the cost function of the new 

problem (5.18) by the utility function 
1

K

j

j

U U , with jU  to represent the utility function of 

SU j  given by 
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  

2

0

ˆ 2

1

ln 1 log 1
C

ij

N
ij ij ij

j out ij jh
i ij

h
E u



   
        
        


p

P s
s

h
U .  (5.19) 

The following Theorem follows readily from (5.19). 

Theorem 5.3 - The problem (5.18) is equivalent to the S-NBS throughput maximization 

problem (5.17) and its cost function 
1

K

j

j

U U  is designed based on the S-NBS Theorem 

matching the metric of proportional fairness for resource sharing [157]. 

Proof - The proof of Theorem 5.3  is presented in Appendix C.1.                      

From Theorem 5.3 we prove that our PBL process (5.19) expresses the user j ’s 

satisfaction in full compliance with the S-NBS of power and subcarrier allocation including 

the effects of channel imperfectness and channel outage along with each user j ’s asymmetric 

weight. 

The key differences between our PBL process (5.19) and the utilities defined by the 

relevant studies [37], [13], [42] and [43] are now easy to be verified. Firstly, our PBL process 

includes imperfect channel and outage considerations, while others do not. Secondly, our 

utility function jU  in (5.19) includes both the subcarrier ijs  and power ijp  allocation 

variables inside the logarithm, imposed by the S-NBS principle, while others consider only 

the transmitting power allocation variable only. This means that in those cases the subcarrier 

allocation policy does not comply either with the S-NBS or A-NBS rules. In the following, 

we will formulate the S-NBS-based cross-layer optimization problem for CR networks 

relying on (5.18). 

5.5 S-NBS-based Cross-Layer Problem Formulation 

In this Section, we formulate the S-NBS cross-layer design for heterogeneous users with 

imperfect channel and outage considerations as a constrained optimization problem based on 

the OFDMA system modelling described in Section 5.3. 
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5.5.1 Formulation of the S-NBS Cross-Layer Optimization Problem  

We represent the optimal subcarrier allocation policy with the 
CN K  matrix * *

ij
   sS

 

whose  , -thi j  element is the optimal time-sharing subcarrier allocation factor 
*

ijs  of SU j  

on subcarrier i . In addition, we denote the optimal transmitting power allocation policy with 

the CN K  matrix * *

ij
   pP

 
whose  , -thi j  element is the optimal instantaneous 

transmitting power allocation 
*

ijp  of SU j  on subcarrier i . In continue, we can formulate the 

S-NBS cross-layer optimization problem as follows. 

Find optimal subcarrier and transmitting power resource allocation policies ˆ
, , 

  
S H Q M

and ˆ
, , 

  
P H Q M , respectively 

such that:   

2

0

ˆ 2
,

1 1

max ln 1 log 1
C

ij
ij ij

NK
ij ij ij

out ij jh
j i ij

h
E E u

 

    
                   

 
s p

p
P s

s

h
 (5.20) 

subject to:                                                                        0,1ij s , ,i j , (5.21) 

1

1
K

ij

j

s , i , (5.22) 

0ij p , ,i j , (5.23) 

max

1

CN

ij j

i

E P


 
 

 
 p , j , (5.24) 

2
min

1

ˆ
CN

ij ij j

i

E h P


  
  

  
 p , j , (5.25) 

1 1

1 CNK

ij TOTAL

j iC

E P
N  

 
 

 
 p ,  (5.26) 

max

j jE D T    , j , (5.27) 
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,out ij out app P P P , ,i j . (5.28) 

The S-NBS cross-layer optimization problem (5.20) - (5.28) is a utility maximization 

problem over the instantaneous transmitting power ijp  and the time-sharing subcarrier 

allocation factor ijs . The problem includes power-driven constraints for transmission 

interference cancelation between PUs and SUs, channel and packet outage limitations due to 

imperfect channel, subcarrier and power allocation rules. More precisely, the cost function in 

(5.20) expresses the total level of satisfaction of all the SUs in the CR network. The level of 

satisfaction is expressed according to the S-NBS principle in terms of throughput allocated 

from the BS to the K  heterogeneous SUs over all the 
CN  subcarriers. The subcarrier 

allocation constraints (5.21) and (5.22) are used to certify that only one SU j  can occupy a 

time-share of a subcarrier i  at a specific time slot. Moreover, the power allocation constraint 

(5.23) ensures that the instantaneous transmitting power ijp  is always larger or equal to zero, 

while constraint (5.24) is the PUs’ interference cancelation regulation (5.7) expressed in terms 

of the time-sharing factor ijp . In addition, constraint (5.25) corresponds to (5.10), which 

guarantees that the SUs will get their minimum QoS requirement in terms of power and 

simultaneously that they will not interfere with PUs transmission. Furthermore, we express 

the system rule (5.4) in terms of ijp  to write the cross-layer constraint (5.26), which warrants 

that the total transmitting power from the BS to the K  SUs cannot exceed the average total 

available power at the BS TOTALP . We remark that (5.24) and (5.26) are independent 

constraints; 
max

jP  is determined by the SNIR requiremtn of the PUs, while TOTALP  is the total 

power available for cognitive radio users. Furthermore, constraint (5.27) is the QoS constraint 

in terms of average delay of each heterogeneous SU j , denoted by jE D  
64

, and of the 

                                                      
64

 The average delay is adopted in the literature i.e., [24], [56], [27] as a performance measure of 

the delay performance. In short, it is recognized that average delay is a good characterization of overall delay 

performance. 
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maximum delay tolerance 
max

jT  specified by SU j ’s queuing characteristics
65

. Furthermore, 

the outage constraint (5.28) limits the impact of the imperfect CSIT by guaranteeing that the 

target channel outage probability ,out ij outP P  at the PHY layer, satisfies a target packet outage 

probability appP . The target packet outage probability appP , given by 

 max1 Prapp j jE D T    P , represents the packet transmission failure and it is usually 

specified by the application requirements of each user. 

It is straightforward that the QoS constraint (5.27) and the outage constraint (5.28) 

have been defined in terms of higher layer parameters meaning that both constraints do not 

comply with the cross-layer structure. In addition, the power constraint (5.25) is related with 

the QoS constraint (5.27) as both constraints try to ensure the SUs’ minimum requirements. In 

fact, considering one of those two constraints would result the other constraint to be 

redundant in our problem. Hence, the S-NBS cross-layer optimization problem (5.20) - (5.28) 

cannot be directly solved unless we express constraints (5.27) and  (5.28) by means of PHY 

layer parameters and correlate (5.27) with (5.25). 

5.5.2 Correlation between Transmission Interference Cancelation, Outage and 

QoS Constraints of the S-NBS Cross-Layer Optimization Problem 

In this Section, we correlate the power-driven transmission interference cancelation constraint 

(5.25) with the QoS constraint (5.27) and express the derived regulation along with the outage 

constraint (5.28) of the S-NBS cross-layer optimization problem (5.20) - (5.28) in terms of 

PHY layer optimization variables. 

Correlation between Outage and QoS Constraints. Regarding the outage constraint (5.28), 

we observe that given the imperfect channel realization ˆ
ijh , the actual channel realization ijh  

in the cost function of the optimization problem (5.20) - (5.28) is CSGC distributed with 

                                                      
65 In our model, we assume that users have enough traffic waited in the queue, which is ready to be 

transmitted. Therefore, if a network resource is allocated to a user, that network resource is used up by that 

user. 
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mean the estimated channel gain ˆ
ijh , e.g., 

ˆ
ˆ ˆ

ij ij
ij ij ijh h

E h h h  
 

, and variance the MMSE 

variance 2

h , e.g.,    2

ˆ
ˆ ˆ ˆ

ij ij
ij ij ij ij ij hh h

E h h h h h    
 

. As the actual channel realization ijh  is 

CSGC distributed, e.g.,
 

 2ˆ ,ij ij hh h  , the term 
2

2/ij hh    is a non-central random chi-

squared variable with two degrees of freedom
66

 and non-centrality parameter the term 

2
2ˆ /ij hh   [146], [59], [156]. Relying on these statistics we present the following Theorem to 

define the S-NBS cross-layer optimization problem (5.20) - (5.28) in terms of the outage 

constraint (5.28). 

Theorem 5.4 - The cost function of the S-NBS cross-layer optimization problem (5.20) - 

(5.28) satisfies the outage constraint (5.28), e.g., out appP P  when the utility function jU  of 

SU j  in (5.19) is given by the following equation
67
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2
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 
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 
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  
    

  

 F
p

P s P
s

h
U , (5.29) 

where  
2

2

2

1

ˆ /ij h

app
h

F




 
 
 

P  is the inverse non-central chi-squared CDF of appP  with non-centrality 

parameter the term 
2

2ˆ /ij hh   and two degrees of freedom. 

Proof - The proof of Theorem 5.4 is presented in Appendix C.2.         

                                                      
66

 The degrees of freedom express the number of independent pieces of information available to 

estimate another piece of information and define the sensitivity of an estimation pattern. To specify the 

orientation of the term 
2

2/ij hh   we involve two of its independent displacements: the imperfect channel 

realization ˆ
ijh  and the channel error ˆ

ijh  meaning that the term 
2

2/ij hh    has two degrees of freedom. 

67
 From this point in this Section, the expectation operator  E   refers to the average of the 

quantity over the ergodic realizations of the actual and the estimated channel gains e.g.,  ijh and ˆ
ijh , 

respectively. For notational brevity, we omit its characterization i.e., “expected” or “averaged”. 
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From the definition of the utility function jU  of SU j  in (5.29) and AppendixC.2, 

we can now define the instantaneous effective data rate ijr  of user j  on subcarrier i  in terms 

of time-sharing as 

   
2

2

2

2

1

2
ˆ

1 log 1
ij

h

ij ij h

ij app app
hij
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F
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r P P
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h

 

.  (5.30) 

Similarly, we can denote the time-shared instantaneous effective data rate jr  of SU 

j  in (5.16) as 

    
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 F
p

r P s P
s

h
.                   (5.31) 

Furthermore, we aim to transform the QoS constraint (5.27) in terms of PHY layer 

optimization variables and also correlate it with the power-driven transmission interference 

cancelation constraint (5.25). Based on our queuing analysis presented in Section 3.5.2 of 

Chapter 3, we can easily establish a relationship between the instantaneous effective data rate 

jr  of SU j  in (5.31) and its traffic characteristic tuple max, ,j jF T  
   (see Section 5.3.2). 

More precisely, we adopt the traffic arrival rate  max, ,j j jq F T   at the user j ’s queue (see 

Appendix A.4 of Chapter 3) given by 

    max max max max

max

1
, , / 2

2
j j j j j j j j j

s F j

BW F
q F T T T T

t N T
   

  
        
   

,       (5.32) 

to define that instantaneous effective data rate jr  of SU j  in (5.31) must be at least equal to 

the traffic arrival rate  max, ,j j jq F T  , e.g., 
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 max, ,j j j jq F T r .
68

    (5.33) 

Although we can include the QoS condition (5.27) into the S-NBS cross-layer 

optimization problem (5.20) - (5.28), we can further reform it in terms of the utility function 

jU  of SU j . In addition, by reformatting the QoS condition (5.27) we can correlate the 

minimum requirement 
0

ju  of SU j  and its traffic arrival rate  max, ,j j jq F T  . More precisely, 

by initially subtracting the minimum requirement 
0

ju  from both sides of the inequality (5.33), 

we can then consider the logarithm of both sides and derive the following relationship. 

 

 

    

max

0 max 0

0 max 0

                                      , ,

                       , ,

         ln ln , ,

j j j j

j j j j j j

j j j j j j

q F T

u q F T u

u q F T u







 

   

   

r

r

r

.    (5.34) 

From the reformulation of the QoS condition in (5.34) we conclude two things. 

Firstly, that we can establish a QoS condition, which specifies that the utility function jU  of 

SU j  should be at least equal to the term   max 0ln , ,j j j jq F T u  . In other words, we can 

describe the equivalent to jU  level of satisfaction of user j  based on the traffic arrival rate 

 max, ,j j jq F T   at the user j ’s queue as 

  max 0ln , ,j j j j jq F T u U .    (5.35) 

Secondly, we can define a correlation condition between the minimum requirement 

0

ju  of SU j  and its traffic arrival rate  max, ,j j jq F T  . More precisely, the logarithm at the 

right side of (5.34) is valid if it’s inside part is at least equal to one, e.g., 

 max 0, , 1j j j jq F T u   . Hence, we can easily determine that the minimum requirement 
0

ju  of 

                                                      
68

 We remark that when the maximum delay tolerance 
max

jT  of a SU j
 
is sufficiently large e.g., 

max

jT  , then the QoS condition (5.35) becomes     1/ / /j s F jt N BW F r  (for more details see 

Section  3.5.2 and Appendix A.4 of Chapter 3). 
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SU j  must be at least equal to its traffic arrival rate  max, ,j j jq F T   minus one bit/sec/Hz, 

e.g., 

 0 max0 , , 1j j j ju q F T    .
69

    (5.36) 

The correlation in (5.36) has practical significance as it ensures that the S-NBS game 

is feasible even if the allocated data rate is less than the incoming traffic arrival rate to each 

SU’s queue. In other words, a user may not be totally satisfied but it still cooperates to ensure 

fair allocation of the available resources. Hence, in the frequent case where the available 

power at the BS is not enough to support all SUs’ QoS requirements, the scheduling decision 

is taken on the S-NBS principle ensuring proportional fair resource allocation. 

Correlation between Power-Driven Transmission Interference Cancelation and QoS 

Constraints. Examining the S-NBS cross-layer optimization problem (5.20) - (5.28), it is 

straightforward that the cross-layer constraint (5.35) is related to the transmission interference 

cancelation constraint (5.25). For example, in the former case we express the minimum QoS 

requirements of each SU in terms of throughput, while in the latter case in terms of power. 

Hence, as throughput depends on power and vice versa, it is unnecessary to consider in our 

problem both constraints (5.25) and (5.35). However, their properties are necessary to be 

deliberated as, e.g., (5.25) not only ensures the minimum QoS satisfaction of each SU but it 

also guarantees that this SU will not interfere with the PUs. 

For this reason, we correlate the traffic arrival rate  max, ,j j jq F T   of each SU j  

with its minimum required power 
min

jP  in (5.10). More precisely, as the BS can perfectly 

acquire the QSI from the upper layers, the equivalent data rate  max, ,j j jq F T   is known to 

our scheduler. So, the information exchange between the cross and higher layers is performed 

with the same way like between the cross and PHY layers under a Gaussian channel, e.g., 

with perfect CSI. In a Gaussian channel if we assume that the channel’s capacity is known or 

                                                      
69

 We remark that when the maximum delay tolerance 
max

jT  of a user j
 
is sufficiently large e.g., 

max

jT  , then the correlation condition (5.36) becomes     0 1/ / / 1j s F ju t N BW F    (for more 

details see Section 3.5.2 and Appendix A.4 of Chapter 3). 
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fixed we can directly compute the SNR by 2 1capacitySNR    [136]. Back to our case, for 

known data rate  max, ,j j jq F T  , we can compute the corresponding minimum power 
min

jP
 
of 

each SU by [179] 

 max, ,
min 2 1

C
j j j

N
q F T

BW
jP



  .   (5.37) 

Equation (5.37) is not a cross-layer constraint but expresses our scheduler’s 

perception about how much minimum power each SU requires based only on the QSI. To 

define a cross-layer constraint with properties of both (5.27) and (5.25) we can consider the 

QoS-driven power constraint (5.25), with 
min

jP  to be computed by (5.37). 

We remark that relevant studies [34], [37], [38], [39], [42], [43], [50], [51], [52], [53], 

[54], [55], [149], [160], [161], [162], [173], [175] do not present analysis for the computation 

of the minimum required power 
min

jP . In fact, it is frequently assumed that 
min

jP
 
is announced 

to the BS through uplink channels. However, as next generation CR networking requires 

integrated proposals that meet reality, in contemporary designs 
min

jP  should be defined by 

mans of final formulas. In contrary to existing work, we achieve to correlate the QoS and 

transmission interference constraints and thanks to our queue modelling to derive a specific 

formula that computes the minimum required power 
min

jP of each SU j . 

5.5.3 Reformulation of the S-NBS-based Cross-Layer Optimization Problem  

Considering the new definition of the utility function jU  of SU j  in (5.29) of Theorem 5.4 

along with the correlation condition (5.36), we can reformulate the S-NBS cross-layer 

optimization problem (5.20) - (5.28) as follows. 
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Find optimal subcarrier and transmitting power resource allocation policies ˆ
, , 

  
S H Q M

and ˆ
, , 

  
P H Q M , respectively 

   such that:      

      2

2

2

2

1 max

2
ˆ,

1 1

max ln 1 log 1 , , 1
C

ij ij ij

h

NK
ij ij h

app ij app j j j
hj i ij

E q F T






 
   

 
 
 

   
   
            
         

  F
s p

p
P s P

s

h

(5.38) 

  subject to:                                                                        0,1ij s , ,i j , (5.39) 

1

1
K

ij

j

s , i , (5.40) 

0ij p , ,i j , (5.41) 

max

1

CN

ij j

i

E P


 
 

 
 p , j , (5.42) 

2
min

1

ˆ
CN

ij ij j

i

E h P


  
  

  
 p , j , (5.43) 

1 1

1 CNK

ij TOTAL

j iC

E P
N  

 
 

 
 p   (5.44) 

In the S-NBS cross-layer optimization problem (5.38) - (5.44), the cost function in 

(5.38) has been reformulated according to the outage condition (5.28) of the S-NBS cross-

layer optimization problem (5.20) - (5.28) considering the worst case scenario of the 

correlation condition in (5.36), e.g., accounting the maximum minimum utility 
0

ju  of user j  

given by  0 max, , 1j j j ju q F T   .  Moreover, the subcarrier and power constraints (5.39) - 

(5.44) are the same with constraints  (5.21) - (5.26) of the S-NBS cross-layer optimization 

problem (5.20) - (5.28), respectively, with the difference that the minimum power 
min

jP in the 

new constraint (5.42) is computed by (5.37). 
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Let us now examine the convexity of the S-NBS cross-layer optimization problem 

(5.38) - (5.44). With a quick look, the problem (5.38) - (5.44) seems to be convex. However, 

the set  ,ij ijs p
 
determined by all constraints may not be feasible. The reason is the power 

constraint (5.43), where its inequality sign is opposite from constraints (5.42) and (5.44). 

Hence, it is not ensured that we can always determine a feasible set  ,ij ijs p
 
that satisfies all 

three constraints since there may be instances, where 
min

jP  is larger than TOTALP  and 
max

jP . To 

be more precise, we illustrate a simple example in Figure 5.2
70

. For this reason we need to 

obtain a feasibility condition for the S-NBS cross-layer optimization problem (5.38) - (5.44).  

                                                      
70

 The graphs illustrated in Figure 5.2 do not represent the real behaviour of the functions (5.42), 

(5.43) and (5.44) but are used only to explain the issue on the feasibility of the determined set  ,ij ijs p . 

 

Figure 5.2 – Example regarding the validity of convex sets determined by multiple functions. In 

the left figure the feasible set 
 
that satisfies all functions is an empty set. 

In the right figure the set  is non-empty as the variables   and  are 

determined in the feasible space that the three functions define.  
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Proposition 5.1 - Given the subcarrier time-sharing factor  0,1ij s  and the new power 

transmission variable ij ij ijp s p , the S-NBS cross-layer optimization problem (5.38) - (5.44) 

is a convex optimization problem over convex set  ,ij ijs p  and the convex set  ,ij ijs p
 
is 

non-empty if and only if 

min

2
1

max

1

ˆmin max

min ,

K

j

j

ij
K

TOTAL j

j

P

E h

P P





   
        

 
 





.   (5.45) 

Proof - The proof of Proposition 5.1 is presented in Appendix C.3.        

The feasibility condition (5.45) ensures that all constraints of the S-NBS cross-layer 

optimization problem (5.38) - (5.44) can determine a convex set  ,ij ijs p , which is non-

empty. However, examining (5.45) an argument could be raised as it is not clear yet if (5.45) 

makes the constraint on the total transmitting power (5.44) irrelevant to the S-NBS cross-

layer optimization problem (5.38) - (5.44). To clarify this issue we provide the following 

Proposition. 

Proposition 5.2 - Given the feasibility condition (5.45), the constraint on the total transmitting 

power (5.44) is not redundant to the S-NBS cross-layer optimization problem (5.38) - (5.44). 

Proof - The proof of Proposition 5.2 is presented in Appendix C.3.        

To the best of our knowledge, studies in the relevant literature do not derive such 

feasibility conditions [34], [38], [39], [37], [42], [43], [50], [51], [52], [53], [54], [55], [149], 

[160], [161], [162], [173], [175]. In those cases, authors generally assume that the minimum 

power 
min

jP  required to satisfy the QoS requirements of a SU is always smaller than, e.g., the 

minimum power 
max

jP  a SU requires to avoid interference. However, such assumptions are 

not pragmatic since in reality a SU may require more power than 
max

jP  to satisfy its minimum 

requirements and consequently in those cases the optimization problems are not feasible. In 

any case, a clear view on system’s parameters is always convenient. 
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In Proposition 5.1 we show that the S-NBS cross-layer optimization problem (5.38) - 

(5.44) has a unique global optimal solution, which can be obtained in polynomial time. In the 

following Section, we present the optimal resource allocation strategies approaching their 

solution concept with a new scope to outcome iteration-independent and power-efficient 

policies. 

5.6 Convex Optimization-based Game Theoretic Optimal Allocation 

Strategies for CR Systems in Compliance with the S-NBS Principle  

In this Section, we initialize convex optimization to derive the optimal solutions of the S-NBS 

cross-layer problem (5.38) - (5.44). 

As we consider subcarrier time-sharing relaxation, the optimal time-sharing 

subcarrier allocation factor 
*

ijs  is a real number indicating the faction of time that subcarrier i  

requires to transmit an amount of information for SU j  [140]. Hence, we can directly define 

the optimal time-sharing subcarrier allocation factor 
*

ijs  of SU j  subcarrier i  based on the 

following Theorem. 

Theorem 5.5 - Given the imperfect channel realization ˆ
ijh ,  the optimal subcarrier allocation 

policy 
* *ˆ

ij ijh      
sS

 
has individual matrix elements the S-NBS-based optimal time-sharing 

subcarrier allocation factor 
*

ijs  of SU j  on subcarrier i  given by 

 * 1 *

ij ij i

s F .     (5.46) 

The function  1

ij

 F  is the inverse function of  ij F  in (5.54), which represents the 

first derivative of the utility function jU  of SU j  over the variable *

i
, *

i
 is the optimal LM 

related with the subcarrier allocation constraint (5.40) given by  * 1 1i

 and the function 

 1   is the inverse function of the function    given by    1

1

K

ij

j





  F . 

Proof - The proof of Theorem 5.5 is presented in Appendix C.4.         
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To define the optimal subcarrier index 
*

ijs  in (5.46), we must firstly determine the 

function  1 *

ij i

F . However, the function  1 *

ij i

F  cannot be yet defined as the optimal 

transmitting power 
*

ijp  is still unknown. To define the function  1 *

ij i

F , we can assume that 

an amount of power, e.g.,  * /ij TOTAL CP BW N p , is uniformly allocated among the 
CN  

subcarriers. Upon applying uniform transmitting power allocation, we can establish from 

(5.46)  the optimal subcarrier allocation matrix 
* ˆ

ijh 
 

S  with elements the optimal subcarrier 

allocation indexes 
*

ijs  to indicate, which subcarriers are in good conditions and which are not. 

For example, by allocating the same amount of power among all subcarriers and if subcarrier 

i  is in better conditions than subcarrier i  then subcarrier i  should require less time to 

transfer the same amount of information than subcarrier i . Hence, their optimal subcarrier 

allocation indexes would differ, e.g., subcarrier i  should have larger optimal subcarrier 

allocation index 
*

ijs  than subcarrier i , e.g., 
* *

ij i js s . We remark that the chance of each 

optimal subcarrier allocation index 
*

ijs  to be the same with another to be equal to zero (see 

Appendix C.4). 

Accounting the optimal subcarrier allocation matrix 
* ˆ

ijh 
 

S  given in Theorem 5.5 

we can determine the optimal transmitting power allocation policy as below. 

Theorem 5.6 - Given the imperfect channel realization ˆ
ijh  and the optimal subcarrier 

allocation matrix 
* ˆ

ijh 
 

S ,  the optimal transmitting power allocation policy 
* *ˆ

ij ijh      
P p

 

has individual matrix elements the optimal instantaneous transmitting power 
*

ijp  of SU j  on 

subcarrier i ,  which are always positive and are given by 
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 

  
 

 

 
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2 1

2ˆ

2

2

max, , 1
max

*2 1* * * *
*

2
2

2

, , 1
1* ˆln 2 2

1*

2 1

ˆ /

2 exp ln 2

ij h app

hij

h

q F Tj jj

j j j
ij app
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ij app F

ij h

q F T

h
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h
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

 

F

F

s P

P

s
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p
P

h

h

+ξ

1

   
   
   
   
   
    
   
   
   
   
       

 (5.47) 

where 
*

jξ , *  and 
*

j   are the optimal LMs with the power-driven interference cancelation 

constraint (5.42), the power constraint (5.44) and the power-driven QoS constraint (5.43) for 

SUs, respectively, while the notation  W   denotes the Lambert-W function [158]. In 

addition, the optimal transmitting power allocation policy 
* ˆ

ijh 
 

P
 
is decoupled among the 

CN  OFDM subcarriers to obtain the optimal SU denoted by 
*j  with the following searching 

process, which is always feasible. 

For 1 to Ci N

 

find 
* *argmin ij pj  and set 

* *

*
,  if  

0,  otherwise

ij

ij

j 
 


p
p

j
, 

* *

*
,  if  0

0,  otherwise

ij ij

ij

 
 


s p
s

(5.48) 

Proof - The proof of Theorem 5.6 presented in Appendix C.5.         

From Theorem 5.6, we establish the optimal transmitting power matrix 
* ˆ

ijh 
 

P , 

which can be perceived as an CN K  map of various elements each one indicating the 

required by each SU power to transmit a fixed amount of information on each subcarrier. 

With the linear search in (5.48), we can easily choose the optimal SUs that require less 

transmitting power to be satisfied than others. We can also reformulate the optimal subcarrier 

allocation matrix 
* ˆ

ijh 
 

S  by setting the optimal time-sharing subcarrier allocation factor 
*

ijs  

in (5.46) equal to zero for the non-optimal SUs. Later we will see that our linear search in 

(5.48) enhances system’s power efficiency.  
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Moreover, having defined the optimal subcarrier allocation matrix 
* ˆ

ijh 
 

S  and the 

optimal transmitting power allocation policy 
* ˆ

ijh 
 

P  in Theorem 5.6, we can define the 

optimal effective data rate allocation policy 
* ˆ

ijh 
 

R  as below. 

Theorem 5.7 - Given the optimal transmitting power matrix 
* ˆ

ijh 
 

P  and the optimal 

subcarrier allocation policy 
* ˆ

ijh 
 

S
 
the optimal effective data rate allocation policy 

* ˆ
ijh 

 
R  

has individual matrix elements the optimal effective data rate 
*

ijr  of SU j  on subcarrier i  

given by 

 
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. (5.49) 

Proof - The optimal effective data rate 
*

ijr  of SU j  on subcarrier i  in (5.49) is derived with 

direct substitution of the optimal time-sharing subcarrier allocation factor 
*

ijs   in (5.46) and 

the optimal instantaneous transmitting power 
*

ijp
 
 in (5.48) into the effective data rate ijr  of 

SU j  on subcarrier i  in (5.30). This completes the proof of Theorem 5.7.        

In the next Sections, we discuss the implementation process of the optimal allocation 

policies presented in Theorem 5.6 and Theorem 5.7 as well as some specifications of the S-

NBS-CR. 
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5.6.1 Implementation Process of the S-NBS-CR Optimal Allocation Policies 

The block diagram of our cross-layer iterative-independent optimal scheduling is shown in 

Figure 5.3. The optimal transmitting power allocation policy in Theorem 5.6 has the form of 

multi-user water-filling strategy with power water-level of each SU j  to be given by 

2
* * *1 ˆ1/ j j ij

F

h
N

 
 

  
 

ξ . The optimal LMs * , 
*

jξ  and 
*

j  can be perceived as the resource 

scheduling calibrators of the system, e.g., the SUs that participate in the S-NBS game with 

urgent packets to transmit have higher LM 
*

j  than SUs with non-urgent packets. However, 

those SUs that may interfere with PUs have lower LM  
*

jξ  than SUs with better interference 

 

Figure 5.3 - Block diagram of the S-NBS optimal cross-layer resource scheduling for CR 

systems based on the proposed iterative-independent methodology. 
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cancelation conditions. Hence, the power water-level 
2

* * *1 ˆ1/ j j ij

F

h
N

 
 

  
 

ξ  of each SU is 

depended on the urgency and chance of interference with PUs, e.g., SUs with high urgency 

and better interference cancelation condition have higher water-level than SUs with non-

urgent packets and bad interference conditions. Moreover, the optimal subcarrier allocation in 

can be interpreted as a policy, where a SU with high urgency and good interference 

cancelation conditions (defined by the LMs 
*

j  and 
*

jξ , respectively) has higher chance of 

being allocated with subcarriers, while SUs with the same urgency level and position (the 

LMs 
*

j  and 
*

jξ  are same for all SUs) have the same chance and subcarriers are fairly 

allocated to all users in the group according to the NBS principle. Later, from our simulations 

we will demonstrate that resource allocation fairness among SUs of same class and 

interference conditions is almost perfect, in contrary to many other proposals, where resource 

fairness is sufficiently lower [37], [42], [43], [53] [149], [163], [164], [165], [166], [167], 

[168], [169], [170], [171], [172], [175]. Finally, as shown in Figure 5.3, we develop a sub-

mechanism to ensure that the optimal LMs *

i
s are always positive. However, we report that 

such process is extremely rare to be utilized as they are only needed in cases, where allocation 

is infeasible due to insufficient resources. 

Let us now show that he proposed S-NBS-CR is iteration-independent and inspect its 

total computational complexity. From the KKT conditions  (5.86) - (5.104), the 

differentiations of the Lagrangian function  , , , , ,ij ij j i j L s p ξ  in (5.85) over the LMs 

 jξ ,   and  j  yield the optimal LMs  *

jξ , *  and  *

j , respectively to be global 

maxima. For example, from the KKT condition (5.88), the differentiation of 

 , , , , ,ij ij j i j L s p ξ  over jξ  yields that max

1

CN

ij j

i

P


 p . With substitution of the optimal 

instantaneous transmitting power 
*

ijp  in (5.48) we get that 
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If we set  
2

2
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* 2 1

ˆ /

/
ij h

ij ij ij h app
h 
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F P s BC h + ξ

 and 

   2 exp lnij

ij ijW 
BD C  then (5.50) becomes    max

1

1 0
CN

ij ij j

i

P


    A D , which can be 

written as 

 
max

1 1

C CN N
j

ij ij ij

i i C

P

N 

 
   

 
 

 A D A .   (5.51) 

We observe that the right side of (5.51) is known and it can be resolved into a single 

constant, e.g.,   max

1

/
CN

j C ij

i

P N A


 Y . Hence, we can write (5.51) as 

1

CN

ij ij

i

 A D Y .    (5.52) 

Since ijA , ijB , ijC  and ijD  are all non-negative integers, the function (5.52) is 

monotonic, meaning that it has at most K  solutions on the optimal LMs 
*

jξ s, j K . Hence, 
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to find each 
*

jξ  we need to solve a monotonic equation, which involves 2K  unknown 

variables, e.g., the rest of the 1K  unknown 
*

jξ s, K  unknown 
*

j s, plus one unknown * 71
. 

From the KKT condition (5.91) we can likewise show that each optimal LM 
*

j  has its 

own monotonic function, which also involves 2K  unknown variables, e.g., the rest of 1K 

unknown 
*

j s, K  unknown 
*

jξ s, plus the optimal LM * . In addition, the optimal LM *  can 

be found through solving a monotonic function of 2K  unknown variables, e.g., K  unknown 

*

jξ s and K  unknown 
*

j s. Consequently, we build a system with 2 1K   correlated 

monotonic equations, K  for 
*

jξ s, K  for  
*

j s and one more equation for * . In other words, 

we can obtain the LMs 
*

jξ s, 
*

j s and *  through solving 2 1K   equations at once without 

performing iteration-dependent searches. Hence, the introduced scheme is iteration-

independent and its total actual complexity is   2 1FN K K  
, e.g.,

  FN K  

linear search of the optimal user 
*j  in (5.48) plus  2 1K   from the system of equations. 

We recall from Section 3.6.3 of Chapter 3 that iteration-dependent schemes [37], [13], [42], 

[43] (including our PE-AETS presented in Chapter 3) have complexity of  FN K  plus 

an extra complexity of 
   ** 1

j
Fl N K K



  
        

 due to their root-finding 

mechanism. Hence, iteration-dependent schemes have 

   **

2 1
j

F FN K l N


  
         

 complexity in total, where l  is the number of loops, 

 *
j

  is the number of iterations required in one loop to find 
*

j  and *
  is the number of 

iterations required to find * . Apparently, such complexity is huge compared to our 

proposal. 

                                                      
71

 We recall that the optimal subcarrier allocation indexes 
*

ijs s have been already defined in 

Theorem 5.5. 
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In addition, as we do not utilize iteration-dependent mechanisms, it is obvious that the 

convergence of our scheme to optimal solutions is guaranteed. In conclusion, our cross-layer 

design methodology allows us to design iteration-independent schemes that converge to S-

NBS-based optimal solutions much more rapid than the traditional iteration-dependent 

approach ensuring that way better real-time system operation. 

5.6.2 Specifications on S-NBS-CR Scheduling 

The proposed S-NBS-CR scheme has similar specifications with our previously presented 

schedulers PE-AETS and A-NBS scheme on the below six topics.  

-  Feasibility of its optimal policy (Section 4.6.2, Chapter 4),  

-  power-efficiency (Section 4.6.2, Chapter 4),  

-  asymptotic performance gain due to multi-user diversity (Section 4.6.2, Chapter 4),  

-  impact of imperfect channel on the service time of each packet (Section 3.6.4, Chapter 3),  

-  packet multiplexing process (Section 3.6.4, Chapter 3) and  

-  accuracy of its optimal policy (Section 3.6.4, Chapter 3). 

Due to space limitations, we omit details, referring the reader to study the 

corresponding Sections to each topic, where we have thoroughly presented these subject 

matters. 

5.7 Simulations 

In this Section, we present simulations to examine the performance of the proposed S-NBS-

CR scheduler in comparison with the Error-Inconsiderate S-NBS-CR (EIS-NBS-CR) 

developed in our previous work [176], the Error-Considerate opportunistic Scheduler (ECS-

CR) [17], [24], [56], the Error-Inconsiderate Power-NBS-based Scheduler for CR networks 

(EIP-NBS-CR) adopted in [37], [42], [43], [149], [175], the Error-Inconsiderate Fixed power 

and channel Assignment Scheduling scenario (EIFAS-CR) utilised for CR networks in [27], 
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[37], [60] and the Max-Min fairness scheduler for CR networks (MM-CR) adopted in [32], 

[151], [152].  

5.7.1 Simulation Modelling  

We consider a prototype single-cell CR system consisted by two networks: the primary and 

the secondary. The total channel bandwidth of the secondary network is 2.56BW  MHz and 

it is distributed equally among 1024FN   subcarriers, each one having five independent 

paths, e.g., 5 72
. We specify three different classes of SUs denoted by  1 2 3, ,SU SU SU , 

with the QoS requirements of each class to be characterized by the tuple structure 

                                                      
72

 The total channel bandwidth of 2.56BW  MHz has been set based on the number of the 

considered subcarriers, i.e., by myltiplying the 1024 subcarriers with the 2500Hz bandwidth of each 

subcarrier, e.g., 2500 1024 2.56Hz MHz  . The total channel bandwidth may not be practicable but it 

facilitates our simulation comparisons as it is consistent with simulation models used in relevant works, e.g., 

[17], [24], [27], [32], [37], [42], [43], [56], [60], [149], [151], [152], [175]. In addition, such total channel 

bandwidth has been derived based on the realistic assumption that the individual channel bandwidth is 

2500Hz, which corresponds to IEEE 802.12 and IEEE 802.11 standard channel settings [2], [5], [144]. 

 PUS    

Poission arrival rate  (packets/time slot) 1.22 0.4 0.15 0.225 

Min. delay requirement  (time slot) 2 4 8 2 

Min. delay requirement  (sec) 0.004 0.008 0.016 0.004 

Min. equivalent rate 
 

 (bits/sec/Hz) 

35.80 12.50 4.94 3.75  

Min. power  (mWatt) - 3.5 1.4 1 

Min. power  (dB)  5.4 1.46 0 

Max. min. utility of each SU to join  

the S-NBS game  (bits/sec/Hz) 

- 11.50 3.94 2.75  

Table 5.1 - Minimum requirements of each heterogeneous user, which participates in the CR 

system. 
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       , , 0.4,4,125 , 0.15,8,125 , 0.225,2,125λ T F . In the primary network, there exist five 

PUs that belong to one class, e.g., 
1PU , characterized by the tuple 

   max, , 1.22,2,125j jT F  . From the tuple of each user that participates in the CR system 

we clarify in Table 5.1 each user’s minimum requirements, in terms of average approximated 

effective data rate. Furthermore, we set the scheduling slot duration to 2st  msec and we 

assume that each packet has size of 125F  bits. We assume the adaptive modulator operates 

under 
54.4626 10ij

 BER  and the noise variance equals to one, e.g., 2 1z  , (meaning that 

1ij h ). In addition, all users suffer from 2dB path-loss, e.g., 2jPL  dB, j
73

. To make our 

simulation model more realistic, we consider that all the heterogeneous users suffer signal 

path-loss from the BS. We remark that we keep consistency among comparisons between the 

examined schemes, by adopting identical channel, traffic and optimization conditions, i.e., all 

schedulers can handle delay constraints and are affected by the same imperfect channel and 

outage conditions. Also, we omit presenting the impact of the channel imperfectness on the 

channel-error-inconsiderate schemes EIS-NBS-CR, EIP-NBS-CR, EIOS-CR, EIFAS-CR and 

MM-CR as it is similar to our previously examined relative schemes studied in Appendix A.7 

of Chapter 3 and Appendix B.7 of Chapter 4. The channel specifications have been set 

according to the type SUI-3 [144] channel model for pedestrian and vehicular mobility in 

urban enviroments as shown in Table 3.2 of Section 3.7.1 at Chapter 3. All simulations have 

been obtained through using computer software developed by us in MatLab. 

                                                      
73

 The signal path-loss jPL  of each SU j  is computed by  0jPL PL d 

  210 010 log /
sd

jd d sd


   (in dBm), where  0PL d  is the reference path loss at a reference distance 0d , 

jd  is the distance of user j  from the BS,   is the path loss component and 2
sd

sd


 is the Gaussian random 

variable for shadowing with standard deviation 
2

sd  [134]. 
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5.7.2 Simulation Results 

We consider a CR system with 20K   heterogeneous SUs of classes 

   1 2 3, , 5,8,7SU SU SU 
 
and 5K    homogeneous PUs with parameters 10PU

jP    mWatt 

(10dBm), 
0 0.003jN

 mWatt (-25.2dB), 12BS

jd   m, 8BS

jjd   m, min 2PU  mWatt (3.01dBm) 

and 2.5  74
. From equation (5.8) we can easily compute that the minimum power of each 

                                                      
74

 In our simulations we need to create critical system states, i.e., resource starvation, where the 

performance bounds of the proposed schemes can be easily examined. For example, in this Section we 

assume that 20K   SUs of classes    1 2 3, , 5,8,7SU SU SU   participate in the network. The reason is 

that according to the considered interference parameters, signal path loss settings, supplied power and 

minimum QoS requirements (128.27bits/sec/Hz), all schemes will burst to resource starvation states for large 

and realistic regions of channel uncertainties, distances between PUs and BS, and noise powers. This 

facilitates our examinations on the behaviour and interpretation of the results of each scheme and helps to 

obtain a clear view of their performance bounds under pragmatic considerations. In addition, the assumption 

20K   SUs participate in the system is reasonable and complies with simulation setting used in [17], [24], 

[32], [43], [56], [60], [149], [152]. 

 

Figure 5.4 - Comparison regarding the power/throughput efficiency of S-NBS-CR: average 

effective throughput versus average transmitting power. 
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SU to avoid interference with PUs is 
max 1.25jP  mWatt (0.96dBm)

75
. In Figure 5.4, we 

initially observe that the proposed S-NBS-CR has significantly higher power/throughput 

performance than other fairness-aware schemes. However, it is slightly outperformed by the 

opportunistic scheme ECS-CR, i.e., S-NBS-CR has 18.12bits/sec/Hz less throughput in 

average. This is something expected as NBS fairness decreases system’s power/throughput 

efficiency by definition. Secondly, recalling the simulations in Section 4.7.2 of Chapter 4, we 

observe that the performance difference between ECS-CR and S-NBS-CR is larger than the 

performance difference between ECS-CR and S-NBS-CR. For example, in this simulation we 

have 18.12bits/sec/Hz less throughput performance than ECS-CR’s, while the corresponding 

simulation in Figure 4.5 of Section 4.7.2 shows that the difference is only 5.76bits/sec/Hz in 

average. In other words, the performance difference between opportunistic and non-

opportunistic scheduling is larger in CR systems than in non-CR systems. The physical 

meaning of this phenomenon is that CR systems operate opportunistically by their nature 

hence, pure-opportunistic schemes like ECS are favoured in such environments. Thirdly, we 

observe that EIS-NBS-CR performs better than EIP-NBS-CR. This means that the scheduling 

versatility of schemes, which consider the NBS of both power and subcarrier allocation is 

sufficiently higher than schemes, which deliberate the NBS of power only, i.e., [37], [42], 

[43], [149], [175]. Fourthly, it is obvious that Max-Min fairness is not as effective as NBS in 

CR systems since the MM-CR performs worse than EIS-NBS-CR and EIP-NBS-CR. Finally, 

it is evident that the error-inconsiderate schemes EIS-NBS-CR, EIP-NBS-CR, MM-CR and 

EIFAS-CR cannot satisfy the minimum QoS requirements of the SUs especially when the 

channel uncertainty is high, e.g., 2 0.3h   in Figure 5.4b.  

                                                      
75

 One dBm is computed by the formula  1010 log /1 mWattdBmW P  , where P  is the 

terminus power [93]. 
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Let us now gain a more microscopic view on the QoS performance of the error-

considerate S-NBS-CR and ECS-CR. We illustrate in Figure 5.5 the effective throughput 

achieved by SUs 1, 2, 6 and 14 versus the number of SUs that join the CR system. For the 

purpose of investigation, the SU 2 is configured to always have a better channel condition 

than that of SUs 1, 6 and 14. In general, when the supplied power to the BS TOTALP  is high 

enough it is expected that all four SUs to achieve more than their minimum required data rate. 

The more SUs entering the system, the higher power is required to meet their minimum QoS 

demands. Therefore, observing the performance at and beyond the boundary point after which 

the supplied power is not enough to accommodate all the SUs will clearly show how fairly 

each scheme treats the SUs Hence, supplying the BS with 20TOTALP  dBm and considering 

average channel imperfectness, e.g., 2 0.1h  , we observe in  Figure 5.5a that when the 

supplied power is enough, S-NBS-CR allocates almost perfectly fair resources among the 

SUs, i.e., when 2 16K   SUs 1, 2, 6 and 14 have almost the same throughput. When 

resource starvation occurs, i.e., 17K  , S-NBS-CR allocates more resources to the most 

demanded SUs, e.g., SUs 1 and 2, while it still keeps allocating fairly the resources among the 

less demanded SUs 6 and 14. When all SUs are considered, e.g., 20K  , although SUs 1, 2, 

 

Figure 5.5 - Comparison regarding the QoS performance of S-NBS-CR: effective throughput of 

individual secondary users versus the number of secondary users. 
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Figure 5.6 - Comparison regarding the fairness efficiency of S-NBS-CR: fairness index versus 

the number of secondary users. 

6 and 14 are allocated with data rate slightly less than their minimum required jq , they 

participate in the NBS game as they all have higher throughput than their minimum 

thresholds 
0

ju s. On the other hand, Figure 5.5b shows that ECS-CR is rather unfair since it 

tends to assign most of the remaining resources to the SU with the best channel condition. 

When 2 18K  , SU 2 always obtains higher data rate than SUs 1, 6 and 14 given it is in 

better channel condition than others. When resource starvation occurs, i.e., 19K  , SUs 1 and 

14 are allocated lower data rate than their minimum requirement due to their worse channel 

conditions than CR users 2 and 6. Therefore, S-NBS-CR is shown to perform best in terms of 

fairness and QoS provision to the CR users.  

The superiority of the S-NBS-CR in terms of fairness performance can be studied in 

Figure 5.6. More precisely, Figure 5.6 shows that both our schemes S-NBS-CR and EIS-

NBS-CR attain higher fairness index (FI) than others. In fact, we show that our proposed 

methodology, which considers the NBS of both power and subcarrier allocation, delivers 

schemes that distribute resources more fairly than schedulers, which deliberate the NBS of 

power only, i.e., [37], [42], [43], [149], [175]. Moreover, we can again verify that considering 

NBS fairness is better than Max-Min, while the fixed subcarrier and power allocation in 
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EIFS-CR on one hand leads to perfect fairness but on the other hand, as shown in Figure 5.4, 

it significantly decreases the power/throughput performance. In addition, although ECS-CR’s 

slightly higher performance than S-NBS-CR, it is evident that fairness in ECS-CR is a 

random feature.  

Let us now examine the impact of fair resource distribution on the QoS provision of 

each scheme. We supply the BS with 20TOTALP  dBm and we observe from Figure 5.7 that 

only S-NBS-CR and ECS-CR provide the required QoS to SUs 2, 6 and 14 up to certain 

channel imperfectness, i.e., 2 0.15h  . However, upon resource starvation, e.g., 2 0.15h  , 

S-NBS-CR distributes resources fairly meaning that all SUs suffer by the same delay of 

3.35msec in average. In contrary, the opportunistic ESC-CR provides more resources to SU 2, 

who has been configured to have the best channel conditions among all SUs. Hence, ECS-CR 

scheduling provides several different delays to the SUs meaning that there are SUs who are 

served almost perfectly (e.g., SU 2 suffers by small delay of 0.47msec in average) but some 

others suffer by high delays (e.g., SUs 14 and 6 suffer by high delays of 4.03msec and 

5.24msec in average, respectively). Consequently, although ECS-CR has better 

power/throughput performance than S-NBS-CR, in the latter case the QoS provision is more 

 

Figure 5.7 - Comparison regarding the QoS efficiency of S-NBS-CR: average delay per 

secondary user versus the MMSE variance . 
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guaranteed than in the former case. Moreover, the error-inconsiderate schemes cannot 

guarantee satisfying QoS as they provide extremely high delays from low to high channel 

uncertainty. Nevertheless, we can still observe that EIS-NBS-CR out performs EIP-NBS-CR, 

MM-CR and EIFAS-CR due to its increased NBS-based scheduling versatility. In conclusion, 

in Figure 5.7 we show that the overall QoS performance increases as wireless resources are 

being distributed more fairly to the system users.  

We have not so far considered the impact of the PUs requirements and channel 

conditions on the secondary network. In Figure 5.8 we increase the distance between each PU 

from the BS decreasing that way the maximum interference power 
max

jP  tolerated by each 

PU. In other words, as the distance between PUs and BS at the primary network increases, the 

transmission interference between PUs and SUs is more imminent and thus, the scheduler at 

the secondary network requires more resources to satisfy the SUs. We supply the BS at the 

secondary network with 20TOTALP  dBm and consider average channel imperfectness, e.g., 

2 0.1h  .  We observe that PUs’ conditions remarkably affect the overall throughput of the 

secondary network. For example, none of the examined schedulers can satisfy the QoS 

 

Figure 5.8 - Comparison regarding the impact of the primary users’ conditions on the secondary 

network: average effective throughput versus the distance  between primary 

users and the base station at the primary network. 
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demands of SUs when the PUs move away from the BS in the primary network for more than 

12m. Nevertheless, a notable phenomenon in this simulation is that beyond the distance of 

140m, the resource allocation of all schemes is infeasible. The reason is that at that point the 

summation of the maximum interference power 
max

jP  of each SU j , e.g., max

1

K

j

j

P


 , is that 

small where the feasibility condition in (5.45) not satisfied and hence, the CR allocation 

policies are not valid. In other words, beyond the distance of 140m, CR scheduling is 

prohibited in the system because transmission interference between PUs and SUs will 

definitely occur. Consequently, in Figure 5.8 we show the importance of the introduced 

feasibility condition (5.45) in the wireless system, in contrary to other studies that do not 

examine such limitations [37], [42], [43], [149], [175].  

Similar observations can be made by examining Figure 5.9. For example, S-NBS-CR 

and ECS-CR manage to provide good service up to -23dBm of noise power 0

jN

, while for 

0 20jN

  dBm their resource allocations are infeasible. On the other hand, the error-

inconsiderate schemes EIS-SNBS-CR, EPS-NBS-CR, MM-CR and EIFAS-CR cannot 

 

Figure 5.9 - Comparison regarding the impact of the primary users’ conditions on the 

secondary network: average delay per secondary user versus the noise power 

 
of the  PU. 
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provide good QoS to the SUs due to imperfect channel conditions, while their allocations are 

infeasible for 
0 22jN

  dBm and 

0 24jN

  dBm  for EIFAS-CR. This simulation also shows 

that the increase of the noise power 
0

jN

 of the -thj  PU has slightly less effects on the CR 

system’s performance than the increase of the distance between PUs from the primary BS. 

Finally, we demonstrate in Figure 5.10 that the introduced S-NBS-CR and also the 

EIS-NBS-CR, which is proposed in our work [178], [180], achieve 99.95% accurate solutions 

in average with incomparable lower implementation time than others. More precisely, we 

simulate a system with 60 SUs and 1024 subcarriers in MatLab and observe that the proposed 

iteration-independent method obtains the optimal solutions only in 12.45secs, while the 

iteration-dependent schemes ECS-CR, EIP-NBS-CR, MM-CR and EIFAS-CR require 

157.93sec or 175.56sec under using either SIR or Newton-Raphson root-finding mechanisms, 

respectively
76

. In addition, although the combinatorial search is 100% accurate, its 

                                                      
76

 We remark that our reported measurements have been obtained through using a personal 

computer with 3.2GHz CPU computational power. Obviously the implementation time of iterative-

dependent and iterative-independent schemes can be significantly reduced through using dedicated hardware 

as e.g., SoC. 

 

Figure 5.10 - Comparison regarding the implementation efficiency of S-NBS-CR: accuracy of 

the optimal solution versus number of iterations and implementation time. 



Chapter 5.  Game Theoretic Cross-Layer Design for Cognitive Radios                                                    

233 

 

implementation time is extremely high, while we have experienced several convergence 

issues during our simulations.  

5.8 Conclusion 

In this research part, we proposed an iteration-independent game-theoretic cross-layer 

scheduling scheme to provide performance enhancements in CR systems with imperfect 

channel, packet outage and heterogeneous SUs. Relying on the imperfect channel modelling 

and estimation procedure presented in the first research part of this Thesis, we initially 

introduced a PBL process to describe each SU’s level of satisfaction in terms of effective 

throughput under channel and packet outage. We show that our PBL process fully complies 

with the S-NBS of power and subcarrier allocation in contrary to existing approaches that 

consider only the NBS of power. Furthermore, by adopting the throughput correlation 

between each SU’s delay constraints from the upper layers with its PHY layer parameters 

presented in the first research part of this Thesis, we established a relationship between each 

user’s minimum requirement to join the S-NBS game and its traffic arrival rate ensuring that 

way the feasibility of the S-NBS. In addition, we correlated each SU’s traffic arrival rate with 

power-driven regulations for transmission interference cancelation between PUs and SUs. We 

then formulated a game-theoretic cross-layer optimization problem that targets to maximize 

the average SUs’ satisfaction in terms of throughput, subject to subcarrier, power, QoS and 

transmission interference cancelation constraints. Through applying subcarrier time-sharing 

relaxation, we established an important feasibility condition to show the region where our 

game-theoretic cross-layer optimization problem is convex over a feasible convex set. In 

continue, we utilized Lagrangian optimization and approached the solution of our cross-layer 

problem with a different than existed scope that results iteration-independent optimal policies 

and enhances system’s power efficiency. In addition, within our scope we introduced an 

innovative methodology to provide solutions by means of final formulas to the transcendental 

algebraic equations that appear during the optimization process due to the recursive origin of 

the S-NBS problem. We show that the proposed joint optimal game-theoretic adaptive-power 

and dynamic-subcarrier-allocation policy has actual linear complexity in the number of users 

and subcarriers and it also performs asymptotically in terms of throughput gain due to multi-
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user and multi-carrier diversity exploitations. With simulations we demonstrated that the 

proposed S-NBS-CR provides scheduling with close to ideal fairness and maintains the 

system’s effective throughput at remarkably high levels under various uncertain channel 

conditions. Finally, simulation comparisons with relevant approaches witnessed that the 

proposed game-theoretic scheme achieves the best trade-off between fairness and 

throughput/power efficiency by simultaneously providing superior QoS support according to 

heterogeneous SUs requirements and PUs’ conditions. 
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  Appendix C

C.1 Equivalency between the Problem (5.18) and the S-NBS Throughput 

Maximization Problem (5.17) - Proof of Theorem 5.3 

To prove that the problem (5.18) is equivalent to the S-NBS throughput maximization 

problem (5.17), it is sufficient to show that the utility function jU  in (5.19) strictly increases 

for all  ,ij ijs p , which satisfy that the effective data rate jr  allocated to SU j  is larger than 

the SU j ’s minimum requirement, e.g., 
0

j jur . To prove that the utility function jU  strictly 

increases, we examine its first derivative over ijp , given by 

 

   

2

2

2
0

2

1

ln 2 1 log 1

out ij ij ijj

ij
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s
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h

.  (5.53) 

From (5.53), it is straightforward that the first derivative of the utility function jU  in 

(5.19) over ijp  is positive, e.g., / 0j ij  pU . Hence, jU  in (5.19) strictly increases for all 

0ij p , which satisfy that 
0

j jur . Let us now denote the function  ij ijF s  to represent the 

first-order derivative of jU  in (5.19) over ijs , e.g., /j ij sU , given by 
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.      (5.54) 
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Recalling that 0ij p , the denominator of the function  ij ijF s  in (5.54) is positive 

for all ijs  satisfying 
0

j jur . Thus, to prove the strictly increasing property of jU  in (5.19) it 

is sufficient to show that the numerator of the function  ijF s  in (5.54) is also positive for 

min

ij ijs s , where 
min 0ij s  is the unique solution of 

0

j jur . The numerator of the function 

 ij ijF s  in (5.54) can be represented by the function  T a  denoted by 

 
 

 
2log 1

ln 2 1

 


 

a a
T a

a
,                                      (5.55) 

where the variable a  is given by 
2

/ij ij ij ijha p sh  and it is positive, e.g., 0a .  It is easy 

to verify that the first-order derivative of the function  T a  over a  is positive when 0a , 

i.e., 

 

 
2

0
ln 2 1


 

  

T a a
a a

.     

Therefore, not only the function  T a  in (5.55) strictly increases but also we can 

reduce the numerator of the function  ij ijF s  in (5.54) into 

    2

1 / ln 2 /out ij ij ij ijh P T p sh  as from (5.55) it stands that    0 0 T a T .  Thus, 

the function  ij ijF s  in (5.54) is positive, e.g.,   0ij ij F s , as both its nominator and 

denominator are positive. Consequently the first derivations of the utility function jU  in 

(5.19) over ijp  and ijs  are positive. In conclusion, the utility function jU  in (5.19)
 
strictly 

increases for all  ,ij ijs p , which satisfy 
0

j jur , meaning that the two problems (5.18) and 

(5.17) are equivalent. 

In continue, we prove that the utility function (5.17) is designed based on the S-NBS 

Theorem matching the metric of proportional fairness of resource sharing [157]. We consider 

the 1K   vector r  given by  

   0 0

1 1 ,...,
T

K Ku u   
 
r rr ,    (5.56) 
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which expresses the SUs’ satisfaction. Then we can define the 1K   utility vector  U r  

with entries the utility function of each SU j , e.g., 

    0

j j

j K

u


  rU r .    (5.57) 

For the purpose of equilibrium analysis, we set the disagreement points of the utility 

function jU  in (5.19) to be equal to zero, e.g., 
0 0ju  , reducing the utility vector  U r  in 

(5.57) to  

   j

j K

 rU r .    (5.58) 

As we have proven that the two problems (5.18) and (5.17) are equivalent, the utility 

vector  U r  in (5.58)
 
can be written as 

   
1

K

j

j

 rU r .     (5.59) 

Moreover, assuming that the optimal allocation index and power are given by 
*

ijs  and 

*

ijp , respectively then we can define the 1K   vector 
*r  with entries the optimal effective 

data rate of each of the K  SUs, e.g., * * *

1 ,..., K
   r r r . From utility theory [33], a vector of 

rates, e.g., 
*r , is said to be proportionally fair  if and only if it is feasible and for any other 

feasible rate vector r  it satisfies that  * */ 0 r r r  [157]. Hence, we examine the first 

derivative of the utility vector  U r  in (5.59) at the point *r r , e.g.,  

 
 
 

   *

*
*

*
0



  
    

  r r

U r r r
r r

r r
.   (5.60) 

From (5.60) we observe that the first derivative of the utility vector  U r  at the 

point 
*r r  is indeed smaller or equal to zero. Consequently, the utility vector  U r  in 

(5.59) guarantees the proportional fairness condition for spectrum sharing as any movement 

along any direction 
*r r  at the optimum rate vector 

*r  cannot improve the utility vector 

 U r . Hence, the optimal allocation index 
*

ijs  and transmitting power 
*

ijp  provide 
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proportionally fair resource allocation when considered in the utility function  jU  in (5.19). 

This completes the proof of Theorem 5.3.                        

C.2 Definition of the Cost Function of the S-NBS Optimization Problem 

under Imperfect CSIT and Channel Outage - Proof of Theorem 5.4 

In this Appendix, we aim to express the cost function of the S-NBS cross-layer optimization 

problem (5.20) - (5.28) in terms of the outage constraint (5.28), e.g., out appP P . 

 Let us firstly consider the case where the channel is perfect. From the 

maximum achievable capacity ijc  in (5.12) and the time-sharing variables ijs  
and ijp  we 

can define the time-shared maximum achievable capacity ijc  of SU j  on subcarrier i  under 

perfect channel conditions as 

2

2log 1
ij ij ij

ij

ij

h 
  
 
 

p
c

s

h
.    (5.61) 

Considering (5.61) and the outage constraint (5.28), e.g., out appP P , the 

instantaneous effective data rate ijr  of SU j  on subcarrier i  in (5.14) can be written in terms 

of time-sharing as  ˆ 1
ij

ij app ijh
E    

 
r P c  and the instantaneous effective data rate jr  of SU 

j
 

in (5.16) becomes  ˆ

1 1

1
C C

ij

N N

j ij ij app ij ijh
i i

E
 

 
      

 
 r s r P s c . Hence, as we define that 

1

K

j

j

U U , from (5.17) the utility function jU  of SU j  in (5.19) can be rewritten in terms 

of time-shared maximum achievable capacity ijc  as 
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Examining (5.62) and our new definition for the utility function jU  of SU j  in 

(5.29) it is straightforward that in order to prove Theorem 5.4 it is sufficient to show that 

under imperfect channel conditions the capacity  ˆ
ij

ijh
E c  as perceived by the system satisfies 

the outage constraint (5.28), e.g., out appP P , if 
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From the definition of the target outage probability outP  
in Section 4.4.1 and our 

assumption in (5.63) we can express outP  as follows. 
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We recall that the actual channel realization ijh  in (5.64) is CSGC distributed, e.g.,
 

 2ˆ ,ij ij hh h  , the term 
2

2/ij hh    is a non-central random chi-squared variable with two 

degrees of freedom and non-centrality parameter the term 
2

2ˆ /ij hh  . Hence, we can define the 

non-central chi-squared CDF 
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   (5.65) 

                                                      
77

 The non-central CDF of x  with two degrees of freedom and non-centrality parameter a  is given 

by
 
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11
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x x a  F Q , where  1 Q  denotes the Marcum Q-function of the first order [59]. 

78
 Through defining the inverse non-central chi-squared CDF 
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From (5.65) we confirm that he capacity ˆ
ij

ijh
E   c  as perceived by the system in 

(5.63) verifies the outage condition (5.28), e.g., out appP P
 
. Consequently, from (5.61), 

(5.62) and (5.65) the utility function jU  of SU j  in (5.19) can indeed be written as 

 

   
2

2

2

0

ˆ

1

2

1 0

2
ˆ

1

ln 1

     ln 1 log 1

C

ij

C

ij

h

N

j app ij ij jh
i

N
ij ij h

app ij app j
hi ij

E E u

u









 
  

 
 
 

   
        

    

  
  
        
  
    

  



 F

P s c

p
P s P

s

U

h
,   

which resolves  (5.29). This completes the proof of Theorem 5.4.                                             

C.3 Convexity of the S-NBS Optimization Problem – Proof of Proposition 5.1 

In this Appendix we focus on proofing the convexity of the S-NBS cross-layer optimization 

problem (5.38) - (5.44) along with the convexity and feasibility of its determined set. To 

avoid confusion, we separate our proofs into three different topics as below. 

1) Convexity of the S-NBS cross-layer optimization problem (5.38) - (5.44). By introducing 

the subcarrier time-sharing factor  0,1ij s
 
and the continues variable ij ij ijp s p  , the cost 

function in (5.38) has the form    maxln , , 1ij j j jq F T  r , which is a logarithmically 

concave function over the non-empty and convex set  ,ij ijs p
 
[135] (see Theorem 4.1 in 

Section 4.4.2 of Chapter 4 for more details). Thus, the cost function in (5.38) is also concave 

function over the convex set  ,ij ijs p
 

as any positive linear combination of concave 

functions is a concave function. In addition, it is straightforward that the subcarrier and power 

constraints (5.39) - (5.44)  are all affine over ijs  or ijp  and hence, they are convex functions 

over the convex set  ,ij ijs p . 
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2) Convexity of the determined set of the S-NBS cross-layer optimization problem (5.38) - 

(5.44).  Given the subcarrier time-sharing factor  0,1ij s  and the variable ij ij ijp s p , the 

cost function (5.38) is concave determining a convex set over  ,ij ijs p  [135]. In addition, 

each of the constraints (5.39) - (5.44), determines a convex set over  ,ij ijs p  due to its 

affinity. Therefore, the set defined by all six constraints (5.39) - (5.44) and the cost function 

(5.38), is convex over  ,ij ijs p  as it is well-known that the intersection of convex sets is also 

convex. 

3) Feasibility of the determined set of the S-NBS cross-layer optimization problem (5.38) - 

(5.44).  We recall that the set  ,ij ijs p
 
determined by all six constraints (5.39) - (5.44) and 

the cost function (5.38) on one hand is convex but on the other hand it may not be feasible 

due to the opposite sign of the inequality of the power constraint (5.43). In other words the 

convex set  ,ij ijs p  may exist but it can be the empty set. For this reason we examine the 

validity of the set  ,ij ijs p  through a feasibility condition to show when the convex set 

 ,ij ijs p  is non-empty or in other words, when the convex optimization problem (5.38) - 

(5.44) is valid. 

Let us consider the case where one SU and multiple subcarriers are involved in our 

system, e.g., 1K   and 1CN  . Then the power conditions (5.44), (5.43) and (5.42) are 

written as 

1

1

CN

i TOTAL

i

E P


 
 

 
 p ,    (5.66) 

2
min

1 1 1

1

ˆ
CN

i i

i

E h P


 
 

 
 p ,    (5.67) 

max

1 1

1

CN

i

i

E P


 
 

 
 p .    (5.68) 

Examining equations (5.66), (5.67) and (5.68) we can observe that their conjunction 

can be written as  
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 max

1 1

1

min ,
CN

i TOTAL

i

E P P


 
 

 
 p .   (5.69) 

In continue we need to prove that using (5.67) and (5.69) we can determine a non-

empty set. To prove that we assume that one SU and one subcarrier are involved in our 

system, e.g., 1K   and 1CN  . As 
TOTALP , 

min

jP , 
max

jP  and 
2

ˆ
ijh  are all positive, from 

equation (5.67) we get 

2
min

11 11 1
ˆE h P

 


  
p .    (5.70) 

Similarly, equation (5.69) yields 

 max

11 1min ,TOTALP Pp .   (5.71) 

From (5.70) and (5.71) we conclude that they determine a non-empty set if 

 

min2
1

11 max

1

ˆ

min ,TOTAL

P
E h

P P

 


  
.    (5.72) 

Furthermore, by assuming that one SU and two subcarriers are involved in our 

system, e.g., 1K   and 2CN  , then (5.67) is written as 

2 2
min

11 11 12 12 1
ˆ ˆE h E h P

   
 

      
p p ,    (5.73) 

while (5.69) yields that 

 max

11 12 1min ,TOTALP P p p .   (5.74) 

 From (5.73) and (5.74) we conclude that they determine a non-empty set if 

 

min2 2
1

11 12 max

1

ˆ ˆ,
min ,TOTAL

P
E h E h

P P

    
        

.  (5.75) 

Consequently, from (5.72) and (5.75) we show that if one SU and multiple subcarrier 

are involved in our system, e.g., 1K   and 1CN  , the convex set determined by the power 

constraints (5.42), (5.43) and (5.44) of the S-NBS cross-layer optimization problem (5.38) - 

(5.44) is non-empty if 

 

min
2

max

ˆmax
min ,

j

ij

TOTAL j

P
E h

P P

  
    

.   (5.76) 
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We shall now examine the case where multiple users and multiple subcarriers are 

involved in our system. Let us consider that 2K   and 1CN  . Then constraints (5.42), 

(5.43) and (5.44) of the S-NBS cross-layer optimization problem (5.38) - (5.44) become as 

below. 

1

1

CN

i TOTAL

i

P


 p ,
2

1

CN

i TOTAL

i

P


 p ,    (5.77) 

2
min

1 1 1

1

ˆ
CN

i i

i

E h P


  
  

  
 p ,

2
min

2 2 2

1

ˆ
CN

i i

i

E h P


  
  

  
 p ,  (5.78) 

max

1 1

1

CN

i

i

P


 p , max

2 2

1

CN

i

i

P


 p .    (5.79) 

It is straightforward that (5.78) and (5.79) are just like (5.66) and (5.68) where only 

one SU and multiple subcarrier were involved in our system, e.g., 1K  , 1CN  . 

Nevertheless, by also accounting (5.77)  it is the same as having two instances of the 1K  , 

1CN 
 
problem. So the conjunctions between (5.77) and (5.79) are now two, e.g.,  

 max

1 1

1

min ,
CN

i TOTAL

i

P P


 p  and  max

2 2

1

min ,
CN

i TOTAL

i

P P


 p ,  (5.80) 

and from (5.80) we can write that 

 

min2
1

11 max

1

ˆ

min ,TOTAL

P
E h

P P

 


  
 and 

 

min2
2

12 max

2

ˆ

min ,TOTAL

P
E h

P P

 


  
. (5.81) 

Examining (5.81) we observe that if it is required only one of the two conditions to be 

true, then the feasibility condition for the convex set to be non-empty it would have been the 

same as (5.76). However, as we need both the condition in (5.81) to be true we should define 

our constraint on the minimum maximum of those two conditions, e.g., 

 

min min2 2
1 2

1 2 max max

1 2

ˆ ˆmin max ,max
min ,

i i

TOTAL

P P
E h E h

P P P

        
               

. (5.82) 

Generalizing (5.82) for multiple users and subcarrier we derive the necessary 

condition that ensures that the convex set of the S-NBS cross-layer optimization problem 

(5.38) - (5.44) is non-empty as 



Appendix C.  Game Theoretic Cross-Layer Design for Cognitive Radios                                                      

245 

 

min

2
1

max

1

ˆmin max

min ,

K

j

j

ij
K

TOTAL j

j

P

E h

P P





   
        

 
 





.   (5.83) 

 We remark that, if the power condition 
1 1

1 CNK

ij TOTAL

j iC

E P
N  

 
 

 
 p  in (5.44) is 

subsumed by the condition max

1

CN

ij j

i

E P


 
 

 
 p  in (5.42), e.g., max

1

K

TOTAL j

j

P P


 , then the 

condition (5.83) is not only necessary but it is also sufficient. This completes the proof of 

Proposition 5.1.                   

We shall now show that given the feasibility condition (5.83), the power constraint 

(5.44) on total transmitting power is not redundant to the S-NBS cross-layer optimization 

problem (5.38) - (5.44). The only case where (5.44) is irrelevant to our problem, is the 

instance where the summation of the maximum power 
max

jP  of each PU is smaller than the 

total available power to the BS, e.g., max

1

K

j TOTAL

j

P P


 . Then obviously in that case, the 

condition (5.44) is not necessary to be included as only the power condition 

max

1

CN

ij j

i

E P


 
 

 
 p  in (5.42) is needed to upper bound the transmitting power. Hence, it is 

sufficient to show that the feasibility condition is that case is different that our condition 

defined in Proposition 5.1. To derive the feasibility condition that makes constraint (5.44) 

irrelevant we examine the case where one SU and multiple subcarrier are involved in the 

system, e.g., 1K   and 1CN   , which has been previously described in equation (5.76). If 

we had continued with this rational and upon accounting (5.77), (5.78), (5.79), we should 

have concluded that for multiple SUs and subcarriers, e.g., 2K   and 1CN  , the feasibility 

condition would have been 
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min

2
1

max

1

ˆmax

min ,

K

j

j

ij
K

TOTAL j

j

P

E h

P P





  
      

 
 





.   (5.84) 

However, (5.84) makes the power constraint (5.44) on total transmitting power 

irrelevant to our problem (5.38) - (5.44) as it is straightforward that the transmitting power is 

upper bounded by (5.42). This completes the proof of Proposition 5.2.                      

C.4 Optimal Subcarrier Allocation Index in Compliance with the S-NBS 

Principle - Proof of Theorem 5.5 

In this Appendix we determine the optimal subcarrier allocation index 
*

ijs  for SU j  on 

subcarrier i . Let us firstly define the Lagrangian function  , , , , ,ij ij j i j L s p ξ
 
of the S-

NBS cross-layer optimization problem (5.38) - (5.44) as 

 

      2

2

2

2

1 max

2
ˆ

1 1

1 1 1

, , , , ,

ln 1 log 1 , , 1

1
1

C

ij

h

F

ij ij j i j
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ij ij h

app ij app j j j
hj i ij

NK K

TOTAL ij i ij

j i jF

q F T

P
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 








 
   

 
 
 

  



  
  
        
  
    

  

    
         

    

 

 

F

L s p

p
P s P

s

p s

h

ξ

2
max min

1 1

ˆ
C CN N

j j ij j ij ij j

i i

P h P
 

    
      

    
 p pξ

, 

(5.85) 

where jξ ,  , 
i

 and j  are the LMs related with the power-driven interference cancelation 

constraint (5.42), the power constraint (5.44), the subcarrier constraint (5.40) and the power-

driven QoS constraint (5.43) for SUs, respectively. The necessary and sufficient conditions 

that satisfy the global optimum solutions of the S-NBS cross-layer optimization problem 

(5.38) - (5.44), are the KKT conditions defined as follows [135]. 
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 
* * * *, , * *, , , , , , , ,

*

*

0,  if 0, , , , ,

0,  if 0
ij j jij j j ij iij i

ijij ij j i j

ij ij   

 

   
   
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ξ ξ
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, ,i j , (5.86) 
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* * * *, , * *, , , , , , , ,

*

*

0,  if 1, , , , ,

0,  if 0 1
ij j jij j j ij iij i

ijij ij j i j

ij ij   

 

   
   

  
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  
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s p s p

ss p

s s
ξ ξ
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, ,i j , (5.87) 
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* * * *, , * *, , , , , , , ,

*

*

0,  if 0, , , , ,

0,  if 0
ij j jij j j ij iij i

jij ij j i j

j j   

 

   
   
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
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

  

L

s p s p

s p

ξ ξ

ξξ

ξ ξ
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*

*
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   
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*
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
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ξ ξ
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, j , (5.91) 

* 0ij p  ,i j , (5.92) 

* 0j ξ , j , (5.93) 

* 0  ,  (5.94) 

* 0i  , i , (5.95) 
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1 1
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j iF

P
N


 

 
  

 
 p ,  (5.100) 

max *

1

0
CN

j ij

i

P


  p , j , (5.101) 

* max *

1

0
CN

j j ij

i

P


 
  

 
 pξ , j , (5.102) 

2
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1

ˆ 0
CN

ij ij j

i

h P


 
  

 
 p ,

 

j , (5.103) 

2
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1

ˆ
CN

j ij ij j

i

h P


  
  

  
 p . j , (5.104) 

where 
*

jξ , * , *

i
 and 

*

j   are the optimal LMs of jξ ,  , 
i

 and j , respectively. 

Considering the correlation condition (5.36) and the definition of the function  ijF s  in 

(5.54), the differentiation of the Lagrangian function  , , , , ,ij ij j i j L s p ξ  in (5.85) over ijs

, represented by the KKT condition(5.87), yields that 
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(5.105) 

From (5.105) we conclude the following relationship between the function  *

ijF s  

and the optimal LM *

i
 

 * *

ij ij iF s .     (5.106) 
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Differentiating the function  *

ij ijF s  with respect to 
*

ijs , it is easy to verify that the 

derivation is negative, e.g.,  * */ 0ij ij ij  F s s  for all 
* min

ij ijs s 79
. Hence, the function  *

ij ijF s  

strictly decreases and its inverse function  1 *

ij ij

F s  exists for 
* 0ij s , e.g., 

 * 1 *

ij ij i

s F .     (5.107) 

Moreover, differentiating the Lagrangian function  , , , , ,ij ij j i j L s p ξ  in (5.85) 

over *

i
, which corresponds to the KKT condition(5.90), we get that 

 
* * * *, , * *, , , , , , , ,

*

1

, , , , ,
1 0

ij j jij j j ij iij i

K
ij ij j i j

ij

ji    

 

   
   

  




  
   

  


L

s p s p

s p
s

ξ ξ

ξ
.  (5.108) 

Hence, accounting the relations in (5.107) and (5.108) we conclude that 

 1 *

1

1
K

ij i

j





F .    (5.109) 

Proposition 5.3 - If the function  is defined as  1 *

1

K

ij i

j





F  then its inverse function 

1  exists for  *

i . 

Proof - From the fact that that the derivation of  *

ij ijF s  over 
*

ijs  is negative, e.g., 

 * */ 0ij ij ij  F s s  we can compute that the derivation of  *

i  over *

i
 is also negative, 

e.g., 
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79

 We recall that 
min 0ij s  is the unique solution of   max, , 1j j j jq F T  r . 
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Thus,  *

i
strictly decreases and its inverse function  1   does exist. This 

completes the proof of Proposition 5.3.                                                  

From (5.110) and Proposition 5.3 we can define the optimal LM *

i
 as 

 * 1 1i

 , i .    (5.111) 

From (5.111) and (5.109) we finally derive the optimal subcarrier allocation index 
*

ijs  

as 

 * 1 *

ij ij i

s F , ,i j ,      

which resolves equation (5.46) of Theorem 5.5. This completes the proof of Theorem 5.5.     

We remark that in equation (5.46) of Theorem 5.5 the chance for the optimal 

subcarrier allocation index 
*

ijs  to be the same for different SUs happens only with probability 

0. This is because the imperfect channel realizations 
2

ˆ
ijh  are i.i.d. for different SUs, e.g., for 

SUs j  and j  it stands that 
2 2

ˆ ˆ
ij ijh h  , hence it is ensured that the function  1 *

ij i

F  is also 

different for different SUs, e.g.,    1 * 1 *

ij i ij i

 

F F , ,i j j  . 

C.5 Optimal Transmitting Power in Compliance with the S-NBS Principle - 

Proofs of Theorem 5.6 

In this Appendix we determine the optimal transmitting power allocation 
*

ijp  for SU j  on 

subcarrier i .  From the KKT condition (5.86), the differentiation of the Lagrangian function 

 , , , , ,ij ij j i j L s p ξ  in (5.85) over ijp  yields the optimal channel allocation index 

* 0ij p  of SU j  on subcarrier i  to be global maxima, e.g., 
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(5.112) 

For notational brevity, let us define the variables 
*

ijx  and 
*

ijz  denoted by 
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respectively. Then from (5.113) and (5.114) the equation in (5.112) becomes 
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It is easy to discriminate that the equation in (5.115) is a transcendental algebraic 

equation over the variable
*

ijx , e.g., it has the form  log
x

x ax b  , , 0a b  . Although other 
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studies provide numerical or graphical solutions to equations similar to (5.115), we propose 

the following solution methodology to define 
*

ijx  and hence, the optimal transmitting power 

*

ijp  by means of final formulas. 

Let us suppose that the term     max, , 1 / 1j j j appq F T   P  at the right side of the 

equation in (5.115) is equal to  * *

2logij ijs u , e.g., 
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with the variable 
*

iju  to be defined as 
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Then from (5.116) and (5.117) the equation in (5.115) becomes 
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Multiplying both sides of (5.118) with 
*1/ iju  it becomes 
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Defining the variable 
*

ijy  as 

*

*

*

ij

ij

ij


x

y
u

,     (5.120) 

then equation (5.119) becomes 
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To solve the equation (5.121) over 
*

ijy  we use the Lambert-W function’s property 

[158]  according to which if xx z  then    exp lnz W z  or     ln / lnz z W z , where 

 W   denotes the Lambert-W function.  Hence, (5.121) yields that 
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    (5.122) 

In continue, with in sequence substitutions of the variables 
*

ijy , 
*

iju , 
*

ijz  and 
*

ijx  as 

defined in (5.120), (5.117), (5.114) and (5.113), respectively, into equation (5.122), we easily 

derive the optimal transmitting power 
*

ijp , e.g., 
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which yields the formula of the optimal transmitting power in (5.47) of Theorem 5.6. Finally, 

it is apparent that the optimal instantaneous transmitting power 
*

ijp  in (5.123) is always larger 

or equal to zero, e.g., 
* 0ij p .  

                                                      
80

 We remark that according to Lambert-W function’s property, equation (5.122) can be also 

written as 
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In conclusion, 
*

ijp  in (5.123) indicates the amount of the instantaneous optimal 

transmitting power on subcarrier i  of each SU j . To increase power efficiency, we need to 

discriminate which users require less power than others and consider them as optimal SUs. 

This can be achieved by a simple linear search among the 
CN  subcarriers for the optimum SU 

*j , given by 
* *argmin ij pj . Our search would be always feasible for the reason that the 

chance for the optimal instantaneous transmitting power 
*

ijp  to be the same for different SUs 

happens only with probability 0, as the imperfect channel realizations 
2

ˆ
ijh  are i.i.d. This 

completes the proof of Theorem 5.6.                        
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Conclusions & Direction for Future Research 

 

This Thesis includes three proposals each one composed of two main components; the cross-

layer design and OFDMA. On one hand, the cross-layer design is an important concept for 

providing high spectral efficiency, QoS and fair resource allocation for integrated service of 

heterogeneous applications in next-generation wireless networks. On the other hand, OFDMA 

enhances the spectral efficiency by allowing multiple data transmission from multiple users 

through properly allocating the subcarriers and power according to the time-varying channel 

conditions. Although the numerous efforts in this research topic, the source statistics and 

queueing dynamics are usually ignored in previous designs. In addition, limited works consider 

heterogeneous users’ delay requirements, the channel imperfectness is frequently neglected, 

while fairness considerations need to be significantly examined and improved. In particular, 

NBS fairness has been developed by only considering the power allocation excluding the NBS 

allocation of subcarriers. Above all, real-time operation has not been yet accomplished as 

current cross-layer designs have been approached with a solution methodology that induces 

Lagrange multiplier finding algorithms, which require a lot of iterations to converge. Finally, it 

is evident that most of existing approaches on NBS fair resource allocation provide numerical 

or even graphical solutions inducing explicit analytical solutions to emerge. 

Accounting the abovementioned issues, our first proposal presented in Chapter 3 

regards a power-efficient cross-layer scheduling scheme that provides significant performance 

enhancements in OFDMA systems with imperfect channel, packet outage and heterogeneous 

users considerations. Initially, we presented the imperfect channel model with its estimation 

procedure and we introduced an advantageous PBL process, compared to current approaches, 

to describe the average effective data rate at the PHY layer. Moreover, focusing on higher 

layers’ dynamics we developed an advanced traffic model based on the / /1/ /M G    queue 

to express the equivalent throughput at the cross-layer. Our cross-layer optimization problem 

targets to minimize the average transmitting power subject to cross-layer constraints on 

subcarrier and power distribution and QoS provision regulations. The proposed optimal policy 

has low linear complexity and performs asymptotically in terms of throughput gain due to 



Conclusions & Direction for Future Research                                                      

256 

 

multi-user and multi-carrier diversity exploitations. In addition, we demonstrated that our 

proposal has superior scheduling versatility than relevant schemes as it significantly reduces 

the overall transmitting power and simultaneously it provides ideal QoS to heterogeneous users 

under very uncertain channel conditions. 

Our second proposal, presented in Chapter 4, concerns a game-theoretic cross-layer 

scheduling scheme that provides performance enhancements in OFDMA systems with 

imperfect channel, packet outage, heterogeneous QoS and asymmetric users’ payoffs. We 

introduced a PBL process that fully complies with the A-NBS fairness of power and subcarrier 

allocation in contrary to existing approaches that consider only the NBS of power. Our PBL 

describes each weighted user’s level of satisfaction in terms of effective throughput under 

channel and packet outage, and it has been utilized as maximization objective in the cross-layer 

problem. We approached the solution of our cross-layer problem with a different than existed 

scope that results iteration-independent optimal policies and also enhances system’s power 

efficiency. Within our scope we introduced an innovative methodology to provide solutions by 

means of final formulas to the transcendental algebraic equations that appear during the 

optimization process due to the recursive origin of the A-NBS problem. Our proposed solution 

is the first iteration-independent allocation policy with actual linear complexity in the number 

of users and subcarriers, which allows our system to perform real-time operation. 

Our third proposal, presented in Chapter 5, regards imporoved exploitations of 

spectrum scarcity utilising the enabling technology of CRs. In particular, we introduced an 

iteration-independent game-theoretic cross-layer scheduling scheme, which provides 

performance enhancements in CR systems with imperfect channel, packet outage and 

heterogeneous SUs. We formulated a PBL process to describe each SU’s level of satisfaction 

in terms of effective throughput under channel and packet outage. Our PBL process fully 

complies with the S-NBS fairness of power and subcarrier allocation in contrary to existing 

approaches that consider only the NBS of power. Furthermore, we established an important 

cross-layer relationship between each SU’s traffic arrival rate at higher layers with power-

driven system regulations for transmission interference cancelation between PUs and SUs. 

We then maximized the average SUs’ satisfaction in terms of throughput, subject to 

subcarrier, power, QoS and transmission interference cancelation constraints. We also 

established an important feasibility condition to show the region where our game-theoretic 
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cross-layer optimization problem is convex over a feasible convex set. Our optimal solution 

has been provided by means of final formulas, with actual linear complexity in the number of 

users and subcarriers favouring that way real-time system operation. We have also shown that 

our design performs asymptotically in terms of throughput gain due to multi-user and multi-

carrier diversity exploitations, providing ideal fairness and maintaining the system’s effective 

throughput at remarkably high levels under various uncertain channel conditions. 

In follow, we recommend aspects for future research. 

●   Development of the Propoed Schemes for Multi-Cell Networks: The introduced designs 

assume single-cell environments. However, our proposals can be extended to multi-cell 

enviroments, where system’s performance can be further increased exploiting the intercell 

diversity, which is as important as other system diversities such as multi-channel and multi-

user diversity discussed in the Thesis. 

●   Uplink Phase: Our proposed cross-layer designs address the downlink phase of OFDMA 

transmissions. Nevertheless, further investigations on uplink scenarios are of great interest.   

●    Multiple-Input-Multiple-Output (MIMO) Technology: It is widely recognised that MIMO 

systems with OFDM spectrum access bring substantial improvements in systems’ throughput. 

MIMO-OFDM technology has high spectral efficiency and link reliability offering significant 

increases in data throughput and link range without additional bandwidth or transmiting 

power. Hence, our proposals can be further evolved by considering such scenarios. 

●  Wireless Mesh Ad-Hoc Networks: Another worthmentioned aspect is to develop our 

designs considering Mesh Ad-Hoc network topology. In such case we can propose attractive 

cross-layer solutions with higher performance and more flexible deployment for fixed and 

mobile broadband wireless access than the star network topology adopted in this Thesis. 
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List of Abbreviations 

3G LTE Third Generation Long Term Evolution 

ADSL Asymmetric Digital Subscriber Line 

A-NBS Asymmetric Nash Bargaining Solution 

APA Adaptive Transmitting power allocation 

BER Bit Error Rate 

CDF Cumulative Density Function 

CDM Code Division Multiplexing 

CDMA Code Division Multiple Access 

CP Cyclic Prefix 

CPU Central Processing Unit 

CR Cognitive Radio 

CSCG Circularly Symmetric Complex Gaussian 

CSI Channel State Information 

CSIR Channel State Information at the Receiver 

CSIT Channel State Information at the Transmitter 

CSMA Carrier Sense Multiple Access 

DAB Digital Audio Broadcasting 

DFT Discrete Fourier Transformation 

DSA Dynamic Subcarrier Allocation 

DSP Digital Signal Processor 

ECS Error-Considerate Scheduler 

ECS-CR Error Considerate opportunistic Scheduler for Cognitive Radio 

systems 

EIF Exponential Integral Function 

EIFAS Error-Inconsiderate Fixed Assignment Scheduler 

EIFAS-CR Error Inconsiderate and Fixed Assignment Scheduler for Cognitive 

Radio systems 

EIOS Error-Inconsiderate Opportunistic Scheduler 

EIOS-CR Error Inconsiderate Opportunistic Scheduler for Cognitive Radio 

systems 

EIS-NBS-CR Error Inconsiderate Scheduler Nash Bargaining-based for Cognitive 

Radio systems 

ETSI- BRAN European Telecommunication Standards Institute Broadband Radio 

Access Network 

FDD Frequency Division Duplex 

FDM Frequency Division Multiplexing 

FDMA Frequency Division Multiple Access 

FFT Fast Fourier Transformation 

FIFO First In First Out 

FIR Finite Impulse Response 

i.i.d Independent and identically distributed 

ICI Inter Channel Interference 
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IDFT Inverse Discrete Fourier Transformation 

IEEE Institute of Electrical & Electronics Engineers 

IFFT Inverse Fast Fourier Transformation 

ISI Inter Symbol Interference 

ISI Inter Symbol Interference 

LIFO Last In First Out 

LL Local Loop 

LM Lagrangian Multipliers 

M/D/1 Memoryless/Degenerate Distributed/Single Server 

M/G/1 Memoryless/General/Single Server 

M/M/1 Memoryless/Markovian/Single Server 

MAC Medium Access Control 

M-M Max-Min 

MMAC Multimedia Mobile Access Communications 

MM-CR Max-Min scheduler for Cognitive Radio systems 

MMPP/G/1 Markov Modulated Poisson Process/General/Single Server 

MMSE Minimum Mean Square Error 

MSE Minimum Square Error 

NBS Nash Bargaining Solution 

NP Non Polynomial-time 

NPCG Non Cooperative Power Control Game 

OFDM Orthogonal Frequency Division Multiplexing 

OFDMA Orthogonal Frequency Division Multiple Access 

OSI Open System Interconnection 

PARP Peal-to-Average Power Ratio 

PBL Power-Bit-Loading 

PDF Probability Density Function 

PE-AETS Power-Efficient Adaptive Error-Tolerant Scheduler  

PHY Physical 

PR Priority 

PS Parallel-to-Serial 

PSK Phase Shift Keying 

PU Primary User 

QAM Quadrature Amplitude Modulation  

QoS Quality-of-Service 

QSI Queue State Information 

SDM Space Division Multiplexing 

SDMA Space Division Multiple Access 

SINR Signal-to-Interference-plus-Noise Ratio 

SIRO Service In Random Order 

S-NBS Symmetric Nash Bargaining Solution 

S-NBS-CR Symmetric Nash Bargaining Solution for Cognitive Radio systems 

SNR Signal-to-Noise Ratio 

SoC System on Chip 

SP Serial-to-Parallel 

SPT Shortest Processing Time 
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SS Spread Spectrum 

SU Secondary User 

SUI Stanford University Interim 

TDD Time Division Duplex 

TDM Time Division Multiplexing 

TDMA Time Division Multiple Access 

VLSI Very Large Scale Systems 

WiFi Wireless Fidelity 

WiMAX Worldwide Interoperability for Microwave Access 
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List of Symbols 

Symbol Description Units 

jf  Utility function of a user or a player j  - 

j  Index of a user or player - 

K  Maximum number of users or players or CR users - 

0

ju  Minimum utility of a user or a player j  to join a game Bits/sec/Hz 

f  Vector of the utility functions jf  - 

0
u  Vector of the initial utilities 

0

ju  - 

  Set of game strategies in a bargaining game - 

  Space of the utility vectors  1,..., Kf f f  - 

0  Feasible space of   - 

  Nash bargaining point - 

S  Set-valued function that represents a utility-based 

bargaining solution 
- 

G  Representation of the bargaining problem - 

NBSS  Set-valued function that represents a solution in utility-

based Nash bargaining games 
- 

SNBSS  Set-valued function that represents a solution in utility-

based symmetric Nash bargaining games 
- 

J  Subset of indices of users who are able to achieve a 

performance strictly superior to their initial performance 
- 

jw  Weight of a user or a player j  - 

ANBSS  Set-valued function that represents a solution in utility-

based asymmetric Nash bargaining games 
- 

sym  Symmetric Nash bargaining point - 

asym  Asymmetric Nash bargaining point - 

i  Subcarrier index - 

FN  Maximum number of OFDMA subcarriers or channels - 

  Known positive constant - 

  Known positive constant - 

  A positive and usually small number - 
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j  Poisson arrival rate of user or player j  
packets/time 

slot 

FN  Maximum number of subcarriers - 

BW  Bandwidth of a channel Hz 

st  Duration of a time/scheduling slot sec 

  Maximum number of paths in a multiple channel - 

cf  Coherent bandwidth of a channel Hz 

n  OFDM-block index - 

 j ny  Complex-valued vector of the received OFDM symbols of 

user j  at time slot n  
- 

 j nx  Complex-valued vector of the transmitted OFDM symbols 

of user j  at time slot n  
- 

 ijy n  Received OFDM block of user j  on subcarrier i  at time 

slot n  
- 

 ijx n  Transmitted OFDM block of user j  on subcarrier i  at time 

slot n  
- 

 nH  Matrix of the channel gain of all users over all subcarriers at 

time slot n  
- 

 j nh  Vector of the channel gains of user j  at time slot n  - 

 ijh n  Channel gain of user j  on subcarrier i  at time slot n  dB 

  Index of the paths in a multipath channel - 

 ijh n  Channel gain of user j  on path   at time slot n  dB 

2

j  CSCG variance of the channel gain of user j  on path   at 

time slot n  
- 

 jh n  Channel gain of user j  at time slot n  dB 

hM  Covariance matrix of the channel gain vectors  j nh  - 

df  Doppler frequency Hz 

 j nz  Vector of CSCG noise of a user j  at time slot n  - 

 ijz n  CSCG noise of user j  on subcarrier i   at time slot n  dB 

2

z  CSCG noise variance - 

0N  Noise density - 

ijp  Instantaneous transmitting power of PE-AETS from the BS 

to user j  on subcarrier i  
dBm 
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P  Transmitting power allocation policy of PE-AETS - 

ijr  Data rate allocated from the BS to user j  on subcarrier i  of 

PE-AETS 
bits/sec/Hz 

D
 

Set of the possible number of information that can be 

transmitted by a subcarrier 
- 

D
 

Maximum number of bits that can be transmitted by a 

subcarrier 
bits 

R  Data rate allocation policy of PE-AETS - 

S  Subcarrier allocation policy of PE-AETS - 

ijs  Subcarrier allocation index of user j  on subcarrier i  of PE-

AETS 
- 

TOTALP  Total available power at the BS dBm 

  Uplink dedicated pilot symbols for MMSE estimation - 

ˆ
jh  Vector of the estimated channel gains of user j  - 

ˆ
ijh  Estimated channel gain of user j  on subcarrier i  dB 

jh  Vector of the channel gains of user j  - 

ijh  Actual channel gain of user j  on subcarrier i  dB 

ˆ
jΔh  Vector of the channel gain errors of user j  - 

ijh  Channel gain error of user j  on subcarrier i  dB 

FR  Maximum number of OFDM symbols in a frame (used for 

CSIT update) 
- 

  FR  h  MMSE estimator with horizon   FR    - 

  Known positive number - 

  Number of observations during the estimation process - 

hΜ  Covariance matrix of channel error - 

ˆ
jΔh  Vector of the channel error for user j  - 

2

h  MMSE variance - 

W  Truncated unit-norm FFT matrix - 

  y  Vector of the received pilot symbols   for   observations - 

Σ  Matrix of the pilot symbols   - 

t  Time instance sec 

tP  Uplink transmitting power for the CSIT estimation at time 

instance t  
dBm 
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yΜ  Auto-correlation matrix of the received signal vector y  - 

xyΜ  Cross-correlation matrix between the received y  and 

transmitted signal x  
- 

F  Optimal filter of the MMSE estimation - 

xΜ  Auto-correlation matrix of the transmitted signal vector x  - 

Μ  The    matrix with entries to denote the correlation 

between the received symbols based on the time-varying 

actual channel gain modelling and the   pilot symbols 

- 

Μx  The 1   vector that denotes the correlation between the 

incoming OFDM symbols on the multiple paths, which is 

based on the   pilot symbols and our   FR  
 

measurements 

- 

max

jT  Delay constraint of user j  representing its maximum delay 

tolerance 
time slots 

F  Size of a packet at each user j ’s queue bits 

Ĥ  Matrix of the estimated channel gain of PE-AETS - 

Q  Vector of the QSI of PE-AETS - 

 ˆ ,H Q  System state depended on the system dynamics Ĥ  and Q  

of PE-AETS 
- 

..
 

Subcarrier allocation policy of PE-AETS at the MAC layer, 

depended on the system dynamics Ĥ  and Q  
- 

ˆ , 
 

P H Q  Transmitting power allocation policy of PE-AETS at the 

MAC layer, depended on the system dynamics Ĥ  and Q  
- 

ˆ , 
 

R H Q  Rate allocation policy of PE-AETS at the MAC layer, 

depended on the system dynamics Ĥ  and Q  
- 

 ;ij ij ijW x y h  Actual instantaneous mutual  information between input ijx  

and output ijy  given the actual channel gain ijh  of user j  

on subcarrier i  of PE-AETS 

- 

,out ijP  Target data outage probability of user j  on subcarrier i  of 

PE-AETS 
- 

outP  Target data outage probability of PE-AETS - 

ijr  Approximated instantaneous effective data rate of user j  on 

subcarrier i  of PE-AETS 
bits/sec/Hz 

jr
 

Approximated effective data rate of user j  of PE-AETS bits/sec/Hz 
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 ˆ;ij ij ijW x y h  
Approximated instantaneous mutual  information between 

input ijx  and output ijy  given the estimated channel gain 

ˆ
ijh  of user j  on subcarrier i  of PE-AETS 

bits/sec/Hz 

* ˆ
ijh 

 
S  

Optimal subcarrier allocation policy of PE-AETS, depended 

on the estimated channel gain ˆ
ijh  

- 

* ˆ
ijh 

 
P  

Optimal transmitting power allocation policy of PE-AETS, 

depended on the estimated channel gain ˆ
ijh  

- 

* ˆ
ijh 

 
R  

Optimal approximated effective data rate allocation policy 

of PE-AETS, depended on the estimated channel gain ˆ
ijh  

- 

jD  Delay of user j  time slot 

appP  Target packet outage probability of PE-AETS - 

jq  Equivalent traffic arrival rate at user j ’s queue bits/sec/Hz 

jq  Equivalent traffic arrival rate at user j ’s queue bits 

ijq  The number of identically distributed bits of user j  on 

subcarrier i  
bits 

jX  Service time of user j  sec 

 ,ij ijB s p  Function used for notational brevity for the proof of 

convexity of PE-AETS optimization problem 
- 

 ,ij ijB s p
 Hessian matrix of the function  ,ij ijB s p  - 

 * *,jP    Function used to represent the optimal KKT condition 

related with PE-AETS’s transmitting power allocation 

constraint 

- 

 * *,j jf    Function used to represent the optimal KKT condition 

related with PE-AETS’s QoS constraint 
- 

ijp  Instantaneous transmitting power of user j  on subcarrier i , 

derived by subcarrier time-sharing factor  0,1ijs   of PE-

AETS 

dBm 

*

ijp  Optimal instantaneous transmitting power allocation of user 

j  on subcarrier i  of PE-AETS 
dBm 

j  LM of user j  related to QoS optimization constraints of 

PE-AETS 
- 

  Lagrangian multiplier related to power optimization 

constraints of PE-AETS 
- 

i  LM of subcarrier i  related to subcarrier optimization - 
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constraints of PE-AETS 

*

j  Optimal LM of user j  related to QoS optimization 

constraints of PE-AETS 
- 

*  Optimal LM  related to power optimization constraints of 

PE-AETS 
- 

*

i  Optimal LM of subcarrier i  related to subcarrier 

optimization constraints of PE-AETS 
- 

ˆ

ij

ij

ij

ijH










 





 
Variables used for notational brevity during PE-AETS’s 

optimization process 
- 

*

ijs  Optimal subcarrier allocation index of user j  on subcarrier 

i  of PE-AETS 
- 

*j  Index of the optimal user of PE-AETS - 

*

ijr  Optimal approximated instantaneous effective data rate of 

user j  on subcarrier i  of PE-AETS 
bits/sec/Hz 

jPL  Signal path-loss between BS and user j  dB 

0d  Reference distance used for jPL  meters 

  Signal path-loss component - 

jd  Distance between BS and user j  used for jPL  meters 

2
sd

sd
  

Gaussian random variable for signal shadowing - 

2

sd
 

Deviation of 2
sd

sd


 - 

1S
 

The FK N  feasible set that satisfies all constraints of the 

A-NBS optimization problem over ijs  
- 

2S
 

The FK N  feasible set that satisfies all constraints of the 

A-NBS optimization problem over ijp  
- 

,ij EIOSr
 Time-shared data rate allocation policy of EIOS bits/sec/Hz 

,ij EIFASr
 Time-shared data rate allocation policy of EIFAS bits/sec/Hz 

min,EIOSP  Minimum required power of EIOS dBm 

P
 

The difference between the average available power to the 

BS TOTALP  and the minimum required power 
min,EIOSP  of 

EIOS 

dBm 
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min,EIOSP Pr   
EIOS data rate under power 

min,EIOSP P   bits/sec/Hz 

min,EIOSPr  
EIOS data rate under power 

min,EIOSP  bits/sec/Hz 

r
 The difference between 

min,EIOSP Pr   and 
min,EIOSPr  in EIOS 

scheduling 
bits/sec/Hz 

maxC  Total number of users’ classes - 

min,EIFASP  Minimum required power of EIFAS dBm 

P
 

The difference between the average available power to the 

BS 
TOTALP  and the minimum required power 

min,EIFASP  of 

EIFAS 

dBm 

min,EIFASP Pr   
EIFAS data rate under power 

min,EIFASP P   bits/sec/Hz 

min,EIFASPr  
EIFAS data rate under power 

min,EIFASP  bits/sec/Hz 

r
 The difference between 

min,EIFASP Pr   and 
min,EIFASPr  in EIFAS 

scheduling 
bits/sec/Hz 

jw
 Weight of user j  - 

P
 

Transmitting power allocation policy of the A-NBS scheme - 

ijp
 

Instantaneous transmitting power of the A-NBS scheme 

from the BS to user j  on subcarrier i  
dBm 

R
 

Data rate allocation policy of the A-NBS scheme - 

ijr  
Data rate allocated from the BS to user j  on subcarrier i  of 

the A-NBS scheme 
bits/sec/Hz 

ijBER
 

Bit-Error-Rate of user j  on subcarrier i  of the A-NBS 

scheme 
bits 

ijSNR
 

Signal-to-Noise Ratio of user j  on subcarrier i  of the A-

NBS scheme 
dB 

S
 

Subcarrier allocation policy of the A-NBS scheme - 

ijs  
Subcarrier allocation index of user j  on subcarrier i  of the 

A-NBS scheme 
- 

Ĥ  
Matrix of the estimated channel gain of the A-NBS scheme - 

Q
 Vector of the QSI of the A-NBS scheme - 

W
 

Vector of users’ weights of the A-NBS scheme - 

 ˆ , ,HQW  
System state depended on the system dynamics Ĥ , Q  and 

W  of the A-NBS scheme 
- 
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ˆ , , 
 

S H QW  Subcarrier allocation policy at the MAC layer, depended on 

the system dynamics Ĥ , Q  and W  of the A-NBS scheme 
- 

ˆ , , 
 

P HQW  Transmitting power allocation policy at the MAC layer, 

depended on the system dynamics Ĥ , Q  and W  of the A-

NBS scheme 

- 

ˆ , , 
 

R HQW  Rate allocation policy at the MAC layer, depended on the 

system dynamics Ĥ , Q  and W  of the A-NBS scheme 
- 

ijc
 

Maximum capacity of subcarrier i  allocated to user j  of 

the A-NBS scheme 
bits/sec 

ij
 

A variable used for brevity to express the maximum 

capacity ijc  of subcarrier i  allocated to user j  of the A-

NBS scheme 

- 

,out ijP
 

Target data outage probability of user j  on subcarrier i  of 

the A-NBS scheme 
- 

outP  Target data outage probability of the A-NBS scheme - 

ijr  
Instantaneous effective data rate of user j  on subcarrier i  

of the A-NBS scheme 
bits/sec/Hz 

ijs  
Subcarrier allocation index of user j  on subcarrier i  of PE-

AETS under time sharing considerations 
- 

ijp
 

Instantaneous transmitting power of user j  on subcarrier i , 

derived by subcarrier time-sharing factor  0,1ij s  of PE-

AETS 

dBm 

D  
Set of the possible number of information that can be 

transmitted by a subcarrier under time-sharing 

considerations 

- 

jU
 Utility function of user j  - 

* ˆ
ijh 

 
S

 
Optimal subcarrier allocation policy of the A-NBS scheme, 

depended on the estimated channel gain ˆ
ijh  

- 

*

ijs  
Optimal subcarrier allocation index of user j  on subcarrier 

i  of PE-AETS under time-sharing considerations 
- 

* ˆ
ijh 

 
P

 
Optimal transmitting power allocation policy of the A-NBS 

scheme, depended on the estimated channel gain ˆ
ijh  

- 

*

ijp
 

Optimal instantaneous transmitting power allocation of user 

j  on subcarrier i  of the A-NBS scheme 
dBm 

appP
 Target packet outage probability of the A-NBS scheme - 
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 2 2

1

/ij h

app
h

F




 
 
 

P
 

Inverse non-central chi squared CFD of appP  with 2 degrees 

of freedom and non-centrality parameter 
2

2/ij hh   
- 

jr   bits/sec/Hz 

 ij 
 

A function that represents the first derivative of the utility 

function jU  of user j  over 
*

ijs  
- 

 1 
 The inverse function of    1

1

K

ij

j





      - 

i  
LM of subcarrier i  related to subcarrier optimization 

constraints of the A-NBS scheme 
- 

 LM related to power optimization constraints of the A-NBS 

scheme 
- 

j  
LM of user j related to QoS optimization constraints of the 

A-NBS scheme 
- 

 
LM related to users’ weights optimization constraints of the 

A-NBS scheme 
- 

*

i  
Optimal LM of subcarrier i  related to subcarrier 

optimization constraints of the A-NBS scheme 
- 

*

 
Optimal LM related to power optimization constraints of the 

A-NBS scheme 
- 

*

j  
Optimal LM of user j related to QoS optimization 

constraints of the A-NBS scheme 
- 

*

 
Optimal LM related to users’ weights optimization 

constraints of the A-NBS scheme 
- 

j *  Index of the optimal user of the A-NBS scheme - 

* ˆ
ijh 

 
R

 
Optimal effective data rate allocation policy of the A-NBS 

scheme, depended on the estimated channel gain ˆ
ijh  

- 

*

ijr  
Optimal instantaneous effective data rate of user j  on 

subcarrier i  of the A-NBS scheme 
bits/sec/Hz 

ij

ij

ij

ij

A

B

C

D

Y











 
Variables used for notational brevity to show the iteration-

independent nature of the A-NBS scheme 
- 

FI
 

Fairness index - 

jR
 Expression of user j ’s required data rate used to represent bits/sec/Hz 
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the FI in the A-NBS scheme 

min

jR
 

Expression of user j ’s minimum required data rate used to 

represent the FI in the A-NBS scheme 
bits/sec/Hz 

jr  Hessian matrix of the function jr  - 

min

ijs  
The unique solution of 

0

j jur  - 

  A variable used for notational brevity to show the validity of 

the proposed A-NBS optimization problem given by 
2

/ij ij ij ijh  p s  
- 

 
 

A function used for notational brevity to show the validity 

of the proposed A-NBS optimization problem representing 

the numerator of the function  ij ij s  
- 

r
 

The 1K   vector that expresses the users’ satisfaction level 

under A-NBS scheduling 
- 

1S  
The 

FK N  feasible set that satisfies all constraints of the 

A-NBS optimization problem over ijs  
- 

2S  
The FK N  feasible set that satisfies all constraints of the 

A-NBS optimization problem over ijp  
- 

*

*

*

*

ij

ij

ij

ij

y

z





















 
Variables used for notational brevity during the optimization 

process of the A-NBS scheme 
- 

,ij MMr
 Time-shared data rate allocation policy of MM bits/sec/Hz 

,ij WMMr
 Time-shared data rate allocation policy of WMM bits/sec/Hz 

min,MMP  Minimum required power of MM dBm 

P
 

The difference between the average available power to the 

BS TOTALP  and the minimum required power min,MMP  of MM 
dBm 

min,MMPr P  
MM data rate under power min,MMP  P  bits/sec/Hz 

min,MMPr  
MM data rate under power min,MMP  bits/sec/Hz 

r
 The difference between 

min,MMPr P  and 
min,MMPr  in MM 

scheduling 
bits/sec/Hz 
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min,WMMP  Minimum required power of WMM dBm 

P  
The difference between the average available power to the 

BS 
TOTALP  and the minimum required power 

min,WMMP  of 

WMM 

dBm 

min,WMMPr P  
WMM data rate under power 

min,WMMP  P  bits/sec/Hz 

min,WMMPr  
WMM data rate under power 

min,WMMP  bits/sec/Hz 

r
 The difference between 

min,WMMPr P  and 
min,WMMPr  in WMM 

scheduling 
bits/sec/Hz 

CN  Number of orthogonal subcarriers in the CR network. - 

R  Data rate allocation policy for S-NBS-CR. - 

ijr  Instantaneous data rate allocated to SU j  on subcarrier i  bits/sec 

P  Power allocation policy for S-NBS-CR - 

ijp  Instantaneous power allocated to SU j  on subcarrier i  dBm 

ijBER  Bit-error-rate of SU j  on subcarrier i   

ijSNR  Signal-to-noise ratio of SU j  on subcarrier i  dB 

D  Set of possible information that can be transmitted by a 

subcarrier in the CR system 
- 

D  The maximum number of information that can be 

transmitted by a subcarrier in the CR system 
bits 

S  Subcarrier allocation policy for S-NBS-CR - 

ijs  Subcarrier allocation index of SU j  on subcarrier i  - 

ˆH  Matrix of the estimated channel gain in the CR system - 

Q  Vector of the QSI of the SUs - 

M  Vector of the positions of SUs - 

 ˆ
, ,H Q M  System state depended on the system dynamics 

ˆH , Q  and 

M  of S-NBS-CR 
- 

 ˆ
, ,S H Q M  

Subcarrier allocation policy at the MAC layer, depended on 

the system dynamics 
ˆH , Q  and M  of S-NBS-CR 

- 

 ˆ
, ,P H Q M  

Power allocation policy at the MAC layer, depended on the 

system dynamics 
ˆH , Q  and M  of S-NBS-CR 

- 

 ˆ
, ,R H Q M  

Rate allocation policy at the MAC layer, depended on the 

system dynamics 
ˆH , Q  and M  of S-NBS-CR 

- 
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min

PU  Predefined threshold to for protection of the communication 

of the PUs 
dBm 

BS

jd   Distance between BS and j  PU m 

PU

jP   Transmitting power of the -thj  PU dBm 

jjd   Distance between the -thj  SU and the -thj  PU m 

  Exponent of signal propagation loss in the CR system - 

0

jN


 Noise power of the -thj  PU dBm 

ijc  Maximum achievable capacity of SU j  on subcarrier i  bits/sec 

ijh  A variable used for brevity to express the maximum 

capacity ijc  of subcarrier i  allocated to SU j  of S-NBS-

CR 

- 

,out ijP  Target channel outage probability of each subcarrier i

allocated to SU j  
- 

,out ijP  Target channel outage probability of S-NBS-CR - 

ijr  Instantaneous data rate allocated to SU j  on subcarrier i  in 

terms of time-sharing of S-NBS-CR 
bits/sec 

ijp  Instantaneous power allocated to SU j  on subcarrier i  in 

terms of time-sharing of S-NBS-CR 
dBm 

ijs  Subcarrier allocation index of SU j  on subcarrier i  in 

terms of time-sharing of S-NBS-CR 
- 

D  Set of possible information that can be transmitted by a 

subcarrier in terms of time-sharing in the CR system 
- 

U  Utility function of the S-NBS-CR optimization problem - 

jU  Utility function of SU j  - 

*S  Optimal subcarrier allocation policy for S-NBS-CR - 

*

ijs  Optimal subcarrier allocation index of SU j  on subcarrier i  

in terms of time-sharing of S-NBS-CR 
bits/sec 

CN  Number of orthogonal subcarriers in the CR network. - 

R  Data rate allocation policy for S-NBS-CR. - 

ijr  Instantaneous data rate allocated to SU j  on subcarrier i  bits/sec 

P  Power allocation policy for S-NBS-CR - 

ijp  Instantaneous power allocated to SU j  on subcarrier i  dBm 

ijBER  Bit-error-rate of SU j  on subcarrier i   
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ijSNR  Signal-to-noise ratio of SU j  on subcarrier i  dB 

D  Set of possible information that can be transmitted by a 

subcarrier in the CR system 
- 

D  The maximum number of information that can be 

transmitted by a subcarrier in the CR system 
bits 

S  Subcarrier allocation policy for S-NBS-CR - 

ijs  Subcarrier allocation index of SU j  on subcarrier i  - 

ˆH  Matrix of the estimated channel gain in the CR system - 

Q  Vector of the QSI of the SUs - 

M  Vector of the positions of SUs - 

 ˆ
, ,H Q M  System state depended on the system dynamics 

ˆH , Q  and 

M  of S-NBS-CR 
- 

 ˆ
, ,S H Q M  

Subcarrier allocation policy at the MAC layer, depended on 

the system dynamics 
ˆH , Q  and M  of S-NBS-CR 

- 

 ˆ
, ,P H Q M  

Power allocation policy at the MAC layer, depended on the 

system dynamics 
ˆH , Q  and M  of S-NBS-CR 

- 

 ˆ
, ,R H Q M  

Rate allocation policy at the MAC layer, depended on the 

system dynamics 
ˆH , Q  and M  of S-NBS-CR 

- 

min

PU  Predefined threshold to for protection of the communication 

of the PUs 
dBm 

BS

jd   Distance between BS and j  PU m 

PU

jP   Transmitting power of the -thj  PU dBm 

jjd   Distance between the -thj  SU and the -thj  PU m 

  Exponent of signal propagation loss in the CR system - 

0

jN


 Noise power of the -thj  PU dBm 

min

jP  Minimum power required by the -thj  SU to satisfy its 

minimum QoS requirements  
dBm 

max

jP  Maximum interference power tolerated by the PUs dBm 

ijc  Maximum achievable capacity of SU j  on subcarrier i  bits/sec 

ijh  A variable used for brevity to express the maximum 

capacity ijc  of subcarrier i  allocated to SU j  of S-NBS-

CR 

- 
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,out ijP  Target channel outage probability of each subcarrier i

allocated to SU j  
- 

,out ijP  Target channel outage probability of S-NBS-CR - 

ijr  Instantaneous data rate allocated to SU j  on subcarrier i  in 

terms of time-sharing of S-NBS-CR 
bits/sec 

ijp  Instantaneous power allocated to SU j  on subcarrier i  in 

terms of time-sharing of S-NBS-CR 
dBm 

ijs  Subcarrier allocation index of SU j  on subcarrier i  in 

terms of time-sharing of S-NBS-CR 
- 

D  Set of possible information that can be transmitted by a 

subcarrier in terms of time-sharing in the CR system 
- 

U  Utility function of the S-NBS-CR optimization problem - 

jU  Utility function of SU j  - 

*S  Optimal subcarrier allocation policy for S-NBS-CR - 

*

ijs  Optimal subcarrier allocation index of SU j  on subcarrier i  

in terms of time-sharing of S-NBS-CR 
bits/sec 

*P  Optimal power allocation policy for S-NBS-CR - 

*

ijp  Optimal instantaneous power allocated to SU j  on 

subcarrier i  in terms of time-sharing of S-NBS-CR 
dBm 

*R  Optimal data rate allocation policy for S-NBS-CR - 

*

ijr  Optimal instantaneous data rate allocated to SU j  on 

subcarrier i  in terms of time-sharing of S-NBS-CR 
bits/sec 

appP  Target packet outage probability - 

 ij F  A function that represents the first derivative of the utility 

function jU  of SU j  over 
*

ijs , with its inverse function to 

be denoted as  1

ij

 F  

- 

 1 X  The inverse function of    1

1

K

ij

j





  X F  - 

*j  Index of the optimal SU - 

  Lagrangian multiplier related with the total power constraint 

of the S-NBS-CR optimization problem 
- 

jξ  Lagrangian multiplier related with the transmission 

interference cancelation constraint of the S-NBS-CR 

optimization problem 

- 

j  Lagrangian multiplier related with the minimum QoS of the 

SUs and the transmission interference cancelation constraint 
- 
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of the S-NBS-CR optimization problem 

j
 

Lagrangian multiplier related with the subcarrier allocation 

constraint of the S-NBS-CR optimization problem 
- 

*  Lagrangian multiplier related with the total power constraint 

of the S-NBS-CR optimization problem 
- 

*

jξ  Optimal Lagrangian multiplier related with the transmission 

interference cancelation constraint of the S-NBS-CR 

optimization problem 

- 

*

j  Optimal Lagrangian multiplier related with the minimum 

QoS of the SUs and the transmission interference 

cancelation constraint of the S-NBS-CR optimization 

problem 

- 

*

j  Optimal Lagrangian multiplier related with the subcarrier 

allocation constraint of the S-NBS-CR optimization 

problem 

- 











ij

ij

ij

ij

A

B

C

D

Y

 
Variables used for notational brevity to show the iteration-

independent nature of S-NBS-CR 
- 

a  A variable used for notational brevity to show the validity of 

the proposed S-NBS-CR optimization problem given by 
2

/ij ij ij ijha p sh  
- 

 T a
 

A function used for notational brevity to show the validity 

of the proposed A-NBS optimization problem representing 

the numerator of the function  ij ijF s  
- 

r
 

The 1K   vector that expresses the SU’s satisfaction level 

under S-NBS-CR scheduling 
- 

 U  A function to denote the utility vector with entries the utility 

functions of each SU in the CR system 
- 











*
ij

*
ij

*
ij

*
ij

*
ij

y

z

u

y

x

 
Variables used for notational brevity during the optimization 

process of the S-NBS-CR scheme 
- 
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List of Notations 

Notation                                    Description 

 U   Utility-based optimization objective of a function. 

  A different element of a variable or a function. 

*  The optimal of a variable. 

NBS  Variable or function in Nash bargaining games. 

SNBS  Variable or function in symmetric Nash bargaining games. 

ANBS  Variable or function in asymmetric Nash bargaining games. 

   Matrix or vector transpose. 

 Set of real numbers. 

    The floor of a quantity 

   Matrix or vector transpose 

 diag   Diagonal matrix 

 Imaginary part of a number 

  Set of numbers/variables 

 E   Expected value of a variable or a function 

   Matrix or vector Hermitian transpose 

 0I   Zero-order Bessel function 

 
I  Identity matrix 

   CSCG distribution 

   Gaussian distribution 

2
  Absolute value squared of a complex number 

 
†
  Matrix or vector conjugate transpose 

 x y  x  given y  

 Pr   Probability 

 p   Probability density function 
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 Q   Complementary Gaussian CDF 

 iE   Exponential integral function 

 
1

  Inverse of function or variable 

 frac   Fraction of a variable or function 

 x


 Means the maximum between 0 and x , e.g.,  max 0, x  

   Big-O notation 

 L  Lagrangian function 

 
1

  
Indicator function 

 W 
 

Lambert-W function 
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