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This paper presents an overview of the recent developments in the gain-scheduled control and filtering problems for the parameter-
varying systems. First of all, we recall several important algorithms suitable for gain-scheduling method including gain-scheduled
proportional-integral derivative (PID) control, 𝐻

2
, 𝐻
∞

and mixed 𝐻
2
/𝐻
∞

gain-scheduling methods as well as fuzzy gain-
scheduling techniques. Secondly, various important parameter-varying system models are reviewed, for which gain-scheduled
control and filtering issues are usually dealt with. In particular, in view of the randomly occurring phenomena with time-
varying probability distributions, some results of our recent work based on the probability-dependent gain-schedulingmethods are
reviewed. Furthermore, some latest progress in this area is discussed. Finally, conclusions are drawn and several potential future
research directions are outlined.

1. Introduction

During the past decades, the gain-scheduling control and
filtering approach has received a lot of attention from the
control community. This stems from the fact that the gain-
schedulingmethod is more effective than the traditional ones
to cope with the unavoidable nonlinearities and time-varying
dynamics of the practical plant. Control and filtering prob-
lems are two fundamental issues in control theory and have
been intensively discussed by a great number of researchers.
The control problems can be classified into two types: state
feedback control and output feedback control according to
the controller structure.The state feedback controller is based
on the state information of the systems, while the purpose
of output feedback is to design a controller in terms of
measurement output rather than the state of a given system.
On the other hand, the general idea of filtering problems is

to form a kind of “best estimate” for the true state of some
certain system by some potentially noisy observations.

In fact, gain-scheduling is a broad notion that gives rise to
many different design ideas, for example, precompensating
a nonlinear gain with the inverse gain function, switch-
ing gain values according to operating conditions or even
according to preset times, controller switching and controller
blending, and so on. Therefore, the gain-scheduling idea has
been extensively applied to design controllers and filters for
many kinds of systems, such as nonlinear stochastic systems
with time-varying parameters, T-S fuzzy systems, linear
parameter-varying systems. and Markov jumping systems.
For these kinds of systems, the algorithms and perfor-
mance indices have benefited from the gain-scheduling ideas,
such as the gain-scheduling proportional-integral-derivative
(PID) method, the fuzzy gain-scheduling approach. and the
𝐻
∞

gain-scheduling control.
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The randomly occurring incomplete information in
system models has been extensively studied by a lot of
researchers andmany important results have been published;
see for example, [1–3] and, particularly, the survey papers
[4, 5]. A flexible and effective model, Bernoulli distribution
model, has been firstly introduced and employed to cope
with the randomly occurring incomplete information. How-
ever, such a random occurrence model satisfying a time-
invariant Bernoulli distribution cannot accurately describe
the time-varying occurring nature in spite of its effective-
ness and flexibility. Consequently, a new model with time-
varying probability has later been exploited to describe the
randomly occurring incomplete information. Furthermore,
recently, a probability-dependent gain-scheduling approach
has been proposed to deal with the control and filter synthesis
problems for systems with randomly occurring incomplete
information.

In this paper, we mainly focus on the gain-scheduled
control and filtering problems for parameter-varying systems
and aim to give a survey on some recent advances in this area.
We introduce some important gain-scheduling algorithms,
such as gain-scheduling PID control algorithms, fuzzy gain-
scheduling methods, and 𝐻

∞
gain-scheduling techniques.

The parameter-varying systems to be discussed mainly
include stochastic nonlinear systems, linear parameter-
varying systems, networked control systems, and Markov
jumping systems, where the gain-scheduling approach has
been proven to be effective when it comes to such systems.
It should be pointed out that, due to the pervasive existence
of randomly occurring phenomena, a probability-dependent
gain-scheduling approach has recently been developed to
deal with such problems, and the corresponding results will
be reviewed in this paper. Furthermore, a series of newly
published results on the gain-scheduling control and filtering
problems for parameter-varying systems will be surveyed.
Finally, some conclusion remarks are drawn and several
related future research directions are pointed out.

The remainder of this paper is outlined as follows.
In Section 2, some existing gain-scheduling approaches are
reviewed. Section 3 covers the recent developments of several
important system models with time-varying parameters and
Section 4 specifically addresses the probability-dependent
gain-scheduled control and filtering problems for systems
with randomly occurring incomplete information. Several
latest results on gain-scheduled control and filtering prob-
lems can be found in Section 5. In Section 6, both conclusions
and future research topics are given.

2. Gain-Scheduled Control and Filtering

2.1. Gain-Scheduled PIDControl. In control area, PID control
strategy offers a simple yet efficient solution to many real-
world control problems and has become the most widely
used control method [6].Therefore, in practical systems, PID
control algorithm has been employed in more than 90% of
control loops. During the past decades, much attention has
been paid to improve PID control performance from tuning
rules, identification schemes, adaptation techniques, and so

forth. At the same time, with some advanced ideas having
been put forward in science fields, such as optimization
algorithm [7–9], the concept of cloud computation [10–12],
integration and modularity [10, 13], PID technology appears
to be focused on the integration of available methods in the
form of software so as to get the best performance of PID
control [6]. The PID controllers in the literature can roughly
be divided into two main categories according to their
structures. The first one is with fixed controller parameters
during the control process after they have been tuned. For
this category, the controllers are simple but cannot always
effectively control the systems with time-varying parameters.
The other one has controller gains that can be scheduled
on-line based on the time-varying parameters in the plant
model, which is called the gain-scheduled PID control [6].
Gain-scheduling technique is an important improvement
way for PID controller structure in engineering to deal with
some complex characteristics, such as nonlinear process and
time-varying features. During the past decades, the gain-
scheduled PID control problems have obtained considerable
attention and a variety of results have been reported; see for
example, [14–17]. In [14], a systematic approach has been
proposed to design the gain-scheduled PI controllers for
nonlinear processes, which are based on the empirical state-
affine models of the process that can be directly identified
from the process data. In [15], a PI-type compensator has
been designed by the gain-scheduling technique, and an
algorithm has been firstly presented by which the resulting
compensators at fixed values of the parameter are optimally
tuned. [16] has addressed the problem of the gain-scheduled
PID controller design which can ensure the stability for the
closed-loop systems. In the gain-scheduled controller design
procedure, the maximal rate value of the gain-scheduled
parameter changes has been considered, which allows us to
decrease the conservativeness and obtain the controller with
a given performance.

2.2. 𝐻
2
, 𝐻
∞
, and Mixed 𝐻

2
/𝐻
∞

Gain-Scheduled Approach.
Control performance criteria are key elements in control
theory. The most fundamental control objectives are quite
naturally and effectively expressed as the norm of certain
signals in the control loops. The 𝐻

2
performance criterion

can generally be expressed as minimizing the 𝐻
2
norm of

the closed-loop transfer function and internally stabilizing
the system, while the objective of𝐻

∞
performance criterion

is to obtain a controller/filter that minimizes the maximum
norm (i.e., the 𝐻

∞
norm) of an input-output operator [18].

As is well known, the𝐻
∞
performance is an important index

for evaluating the disturbance rejection attenuation property.
Since Zames’s original work [19] has been published in 1981,
the past two decades have witnessed a tremendous advance
that has happened in the 𝐻

∞
control theory. The standard

𝐻
∞

control problem has been completely solved by Doyle
et al. for the linear systems by deriving simple state-space
formulas for all controllers [20].

Mixed 𝐻
2
/𝐻
∞

performance can enjoy the advantages of
both 𝐻

2
and 𝐻

∞
performance. In [21], the mixed 𝐻

2
/𝐻
∞
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approach has been firstly proposed as a way to formulate an
optimization problem to the standard 𝐻

∞
control problem

by using the Lagrange multiplier method.Themixed𝐻
2
/𝐻
∞

control problems have been addressed in [22], and in [23],
both the state feedback and output feedback problems have
been converted into convex optimization problems in the
content of mixed𝐻

2
/𝐻
∞

control.
Under guaranteed 𝐻

2
, 𝐻
∞

or mixed 𝐻
2
/𝐻
∞

perfor-
mance, many gain-scheduled control and filtering problems
are considered. In [24], the𝐻

2
gain-scheduled state feedback

control problem has been considered by using the parameter-
dependent Lyapunov function for linear parameter-varying
system. In [25], the𝐻

∞
gain-scheduled controllers for time-

varying systems have been designed. Both generalized 𝐻
2

and𝐻
∞

discrete-time gain-scheduled filter design problems
have been investigated in [26] with the results extended to
mixed 𝐻

2
/𝐻
∞

designs. In [27], it has been shown that an
𝐻
∞
gain-scheduled controller can be obtained for a finite set

of disturbance frequencies by convex optimization method.
[28] has considered the𝐻

2
and𝐻

∞
performance analysis and

synthesis procedures for the design of both gain-scheduled
and robust static output feedback controllers as well as the
mixed𝐻

2
/𝐻
∞

guaranteed cost control problem.

2.3. Fuzzy Gain-Scheduling Method. Many mathematical
models for real-world phenomena are inherently nonlinear,
and the stability analysis and synthesis problems for nonlin-
ear systems are generally difficult. To facilitate the mathe-
matical analysis, in the literature, some stringent assumptions
have been imposed on the nonlinearities, such as smoothness
and Lipschitz continuity, which have inevitably led to consid-
erable conservatism. As an alternative approach, in the past
few decades, the fuzzy logic theory has been demonstrated
to be effective in dealing with a variety of complex nonlinear
systems, which has therefore received a great deal of attention
in the literature; see for example, [29–32].The fuzzy controller
consists of a set of fuzzy control rules, each of which is derived
from the corresponding rule of the process model. Among
various fuzzy systems, one of the most popular models is
the Takagi-Sugeno (T-S) model; see [29, 33–35] for some
recent publications. In this type of fuzzy model, a nonlinear
system is represented by a set of local linear models smoothly
connected by nonlinear membership functions, which have
a convenient and simple dynamic structure and hence the
existing results for linear systems can be readily extended to
this class of nonlinear systems.

The fuzzy controller can be described as

𝑢
𝑘
=

𝑟

∑

𝑖=1

ℎ
𝑖
𝐾
𝑖
𝑥
𝑘
, (1)

where 𝑥
𝑘
is the state variable of the fuzzy system, 𝑟 is the

number of fuzzy rules, 𝐾
𝑖
is the controller gain for the

rule 𝑖, 𝑢
𝑘
is the control input, and ℎ

𝑖
is the fuzzy weight

obtained in the fuzzy model of the controlled system. Note
that different control rules are with an identical structure
but different gains. Therefore, such a fuzzy controller is
referred to as a fuzzy gain-scheduled controller, where gain-

scheduling approach is performed by the fuzzy weights
ℎ
𝑖
(𝑖 = 1, 2, . . . , 𝑟). Up to now, many results on the fuzzy gain-

scheduled control problem have been published; see [36–38].
In [36], the development of a fuzzy gain-scheduling

scheme of PID controllers is described for the process
control. Fuzzy rules are utilized on-line to determine the
controller parameters based on the error signal and its
first difference. Simulation results demonstrate that better
control performance can be achieved in comparison with
the Ziegler-Nichols controllers and the Kitamoris PID con-
trollers. In [37], a model-based fuzzy control problem has
been addressed, and a constructive and automated method
for the design of a gain-scheduled controller is presented.
Based on a given T-S fuzzy model of the plant, the controller
is designed such that stability and prescribed performance
of the closed loop are guaranteed. In [38], the robust 𝐻

∞

control problem has been investigated for a class of uncertain
time-delay T-S fuzzy systems, where the delays are assumed
as infinite-distributed delays and the uncertain parameters
are norm-bounded. By using the Lyapunov stability theory
and the linear matrix inequality (LMI) technique, sufficient
conditions have been developed so that the closed-loop fuzzy
control system is guaranteed to be exponentially stable with
𝐻
∞

performance.

3. Systems Models

This section gives a systematic overview of recent advances on
several common systems, forwhich the gain-scheduling tech-
nique is suitable to design controllers and filters. In general,
these systems can be categorized as linear parameter-varying
systems, stochastic nonlinear systems, networked control
systems, and Markovian jump systems. In the following, we
will take a deep investigation of these systems one by one in
order to inspire more research interest.

3.1. Linear Parameter-Varying Systems. Linear parameter-
varying (LPV) systems are a very special type of systems,
whose state-space system matrices are functions dependent
on unknown but measurable time-varying parameters, and
the measurements of these parameters provide real-time
information according to the variations of the plant’s char-
acteristics. In the past few years, the research on LPV systems
has become a promising work from both theoretical and
engineering viewpoints. For example, in [39], the sensor-
fault-tolerant control problem for LPV systems has been
considered, while the analysis and synthesis issues have been
conducted in [40] for LPV systems with parameter-varying
time delays. Moreover, the designs of robust controller/filter
for LPV systems have also acquired a great deal of attention,
and some representative results have appeared in [41–45].

It should be noticed that, in order to design an appropriate
controller/filter for the LPV systems, the gain-scheduling
approach has been proven to be an effective one in this
process. The idea of gain-scheduling approach is to design
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controller/filter gains as functions of the scheduling parame-
ters, which are supposed to be available in real time and can
be utilized to adjust the controller/filter with hope to get the
best performance of the system. Therefore, gain-scheduled
control and filtering problems for LPV systems have stirred
a great deal of interest in these years; see, for example, [46–
48]. Survey [49] has shown in great detail about how gain-
scheduling approach has worked in LPV systems and several
successful applications have been proposed.

On the other hand, for the purpose of designing a
controller/filter with less conservatism for the LPV systems,
it is natural to construct novel Lyapunov functions with
scheduling parameters, which are usually called parameter-
dependent Lyapunov functions. Very recently, the parameter-
dependent Lyapunov function approach has been applied in
the gain-scheduled control/filtering problems so as to achieve
better control/filtering performance requirements and some
results have been reported in the literature [46, 48, 50, 51].

3.2. Stochastic Nonlinear Systems. Owing to pervasive exis-
tence of stochastic perturbations in reality, stochastic models
have been successfully utilized to describe many practical
systems such as mechanical systems, economic systems, and
biological systems. Over the past few decades, the study of
stabilization, control, and filtering problems for stochastic
systems has been paid much attention by many researchers
and a large number of results have been obtained in the
literature; see, for example, [52–56].

Besides, since nonlinearity is inevitable in most real-
world systems, it is not surprising that analysis and synthesis
of stochastic nonlinear systems have attracted increasing
research attention, and some latest results have been pub-
lished; see, for example, [57–63]. Among them, the nonlin-
earity has often been assumed to be sector-nonlinearity (also
called sector-like nonlinearity), which is known to be quite
general that includes the widely used Lipschitz condition as a
special case. Moreover, the stochastic nonlinearity described
by statistical means has drawn particular research focus since
it covers several well-studied nonlinearities in stochastic
systems; see, for example, [55, 64, 65].

Recently, the gain-scheduled control and filtering prob-
lems for stochastic nonlinear systems have attracted increas-
ing attention froma variety of engineering areas. For instance,
in [66], the gain-scheduled PI tracking control problem
for stochastic nonlinear systems subject to partially known
jump probabilities has been studied, the gain-scheduled
robust fault detection on a class of time-delay stochastic
nonlinear systems has been considered in [67], and the gain-
scheduled 𝐻

∞
controllers as well as gain-scheduled worst-

case controllers have been introduced in [68, 69], separately.
In addition, for stochastic nonlinear systems with randomly
occurring incomplete information, the interested reader may
consult [70–74] for some recent results.

3.3. Networked Control Systems. In recent years, with the var-
ious applications of networks in the complex dynamical pro-
cesses such as advanced aircraft, spacecraft, and automotive
andmanufacturing processes, the networked control systems

(NCSs) have attractedmuch attention owing to low cost, high
reliability, reduced weight and power requirements, simple
installation andmaintenance, and decreasing the hard wiring
and implementation difficulties. NCSs are typically made up
of sensors, actuators, and controllers, which communicate
with a shared network. Review papers about NCSs can be
found in [75–78].

Network-induced delay and packet dropout are key
features of NCSs. Because of the devices connected to the
shared medium, the transmission capacity of the communi-
cation network is usually limited, which in turn affects the
number of bits or packets per second transported via the
network. Consequently, the networked-induced delays and
packet losses have become unavoidable and constitute the
main causes for degrading the achievable performance of
the networked systems. Therefore, in the past decade, the
filtering and control problems for NCSs with communication
delays and/or missing measurements have been extensively
considered by many researchers; see, for example, [79–84].

As an important method, gain-scheduling can also be
applied in the NCSs. In [85], the modeling and dynamic
gain-scheduling design mechanism of the NCSs with packet
losses have been investigated. Different from the existing
static state feedback control results, [86] has constructed
a gain-scheduling-based state feedback integral controller,
where an integral action was introduced to address the
nonzero disturbance issue, while [87] has synthesized a gain-
scheduled output feedback control for LPV systems with
jumping parameters. Moreover, motivated by the packet-
based control approach, [88] has proposed an offline model-
predictive control scheme based on the gain-scheduling
method. This scheme is capable of actively compensating for
the communication constraints, which is an impossible task
for conventional control approaches, and at the same time it
dramatically reduces the communication and computational
costs compared with the packet-based control approaches.

3.4. Markovian Jump Systems. Markovian jump systems
are the hybrid systems with two components in the state
[89]. The first one refers to the mode which is described by
a continuous-time finite-state Markovian process, and the
second one refers to the state which is represented by a system
of differential equations.

The jump systems have the advantage of modeling
the dynamic systems subject to abrupt variation in their
structures caused by component failures or repairs, sudden
environmental disturbance, changing subsystem intercon-
nections, or operating in different points of a nonlinear plant,
which often take place in a lot of dynamics systems [89–
91]. Recently, the problems of stability and stabilization for
uncertain Markovian jump systems with time delays have
been extensively investigated; see [92–95] and references
therein. On the other hand, filtering and control for Marko-
vian jump systems with or without nonlinear disturbances
have also drawn some research attention; see [96–98] for
some related results. In addition, some papers have assumed
partly unknown transition probabilities; see [99, 100].
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Gain-scheduling method can also be applied to analyze
theMarkovian jump systems. In [101], based on the stochastic
Lyapunov-Krasovskii functional approach, a new globally
exponentially stochastically stabilizable criterion has been
derived for the jumping system by means of linear matrix
inequalities. In [66], continuous gain-scheduling approach
has been employed to design continuous nonlinear PI track-
ing controllers on the entire nonlinear jumping system.

4. Probability-Dependent Gain-Scheduled
Control and Filtering for Systems
with Randomly Occurring Incomplete
Information

Therandomly occurring incomplete information has recently
raised a great deal of interest within the control community; it
refers to these phenomena appearing in a random way based
on a certain kind of probabilistic law which mainly caused
by some environment reasons, such as random failures
and repairs of the components, and intermittently switch-
ing in the interconnections of subsystems. These randomly
occurring incomplete information phenomena under con-
sideration mainly include missing measurements [102–104],
randomly occurring delays [61], randomly occurring sensor
saturations [60, 105], randomly occurring nonlinearities [51,
74], and randomly occurring actuator faults [106, 107]. For
more details about these randomly occurring incomplete
information phenomena, we refer readers to survey paper
[4, 5]. It is worth noting that, these randomly occurring
incomplete information phenomena may potentially cause a
lot of undesired problems that would deteriorate the system
performance; hence, there is a great need to develop new
strategy to deal with this problem effectively.

As we all know, the Bernoulli distribution model is per-
haps the most effective one to be utilized in different systems
(e.g., time-delay systems [61, 104, 108], nonlinear systems
[74, 109], and Markovian jump systems [110]) to reflect
randomly occurring incomplete information. Recently, some
efforts have been turned to describe the randomly occurring
incomplete information with a more general model; for
example, in [55, 111], a general model of multiple missing
measurements has been investigated by using a diagonal
matrix to describe the different missing probabilities for
individual sensors. However, it should be mentioned that
in most of the existing literature, the randomly occurring
incomplete information has been assumed to satisfy a time-
invariant Bernoulli distribution or other distributions. Such
an assumption, unfortunately, limits the application scope
since randomly occurring incomplete information usually
appears with time-varying probabilities due to the fact that
the environment often changes from moment to moment
in real systems. Therefore, it is much more meaningful to
investigate the randomly occurring incomplete information
with time-varying probabilities.

As we have introduced before, the gain-scheduling ap-
proach is one of the most popular ways to design a controller
or filter, whose gains can be updated by a set of tuning
parameters in order to optimize the closed-loop system’s

performance in time. On the other hand, the randomly
occurring incomplete information often occurs with time-
varying probabilities, which also can be considered as a
tuning parameter for the controller or filter. Under such
considerations, a novel gain-scheduling approach, namely,
probability-dependent gains-scheduling approach, has been
proposed to deal with systems with randomly occurring
incomplete information.

It is noteworthy that by utilizing the probability-
dependent gains-scheduling approach, the designed gain-
scheduled controller/filter has not only the constant part
but also the time-varying part which can be scheduled on-
line according to the corresponding time-varying probability
parameters; therefore, it will naturally lead to less conser-
vatism than the conventional ones with fixed gains only.
Associated with that, the probability-dependent Lyapunov
functional has also been constructed in a sense that it can
reduce the potential conservatism. With the development of
the related research in the past several years, the probability-
dependent gains-scheduled controller/filter has turned out
to be a very useful tool to cope with system with randomly
occurring incomplete information.

Since firstly introduced in [70], the probability-
dependent gains-scheduling approach has recently received
more and more attention, and a series of results have
been reported; see, for example, [70, 71, 73, 74]. In [74],
a probability-dependent gain-scheduled state feedback
control problem has been addressed for a class of discrete-
time stochastic delayed systems with randomly occurring
nonlinearities. In the same vein, the corresponding output
feedback control problem has been studied in [71] for the
systems with missing measurement and discrete distributed
delays. Parallel to the control issues, the probability-
dependent gain-scheduling filtering problems have also been
considered, and for systems with missing measurements,
[70] has presented an elegant result, while a robust 𝐻

∞

deconvolution filter has been designed in [73] to deal with
the randomly occurring sensor delays.

5. Latest Progress

The probability-dependent gains-scheduling approach has
been firstly proposed in [70], and it has been proven
to be an effective one to deal with systems with ran-
domly occurring incomplete information, it is now receiving
increasing attention. For instance, in [112], under a guar-
anteed 𝐻

∞
performance level, the probability-dependent

gain-scheduling approach has been successfully applied to
design a fault-tolerant controller for systems with randomly
occurring actuator faults, while the probability-dependent
gains-scheduling approach has been used in [72] in order
to design a nonfragile gain-scheduled controller for systems
with actuator uncertainties and random occurring sensor
saturation. Furthermore, [51] has developed the probability-
dependent𝐻

∞
synchronization control scheme for a class of

dynamical networks with randomly varying nonlinearities.
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The study on two-dimensional (2D) systems has recently
attracted considerable attention due to their extensive appli-
cations in many engineering fields such as thermal pro-
cess in chemical reactors, multidimensional digital filter-
ing, and electron heating systems, [113–115]. In [116], the
gain-scheduled control problem has been addressed for 2D
discrete-time linear parameter-varying systems described by
the Roesser model with matrices depending affinely on time-
varying parameters which are measured on-line but their
trajectory waveforms are not known in advance, and it
is considered that the admissible values and variations of
the parameters are confined to given intervals. Besides, the
related guaranteed cost gain-scheduled control problem of
2D discrete-time linear parameter-varying systems has been
investigated in [117].

The polynomial nonlinear systems are a rather general
class of nonlinear systems. It is mainly about the non-
linearity disturbance in the nonlinear systems which can
be approximated by polynomials via the Taylor expansion
centered on the point we are interested in, and the introduced
conservatism that came from the approximation error can
be reduced by increasing the degree of the polynomials.
Recently, the control and filtering issues for polynomial non-
linear systems have attracted some initial research attention.
For instance, a nonlinear gain-scheduling output-feedback
control problem has been addressed in [118] for polynomial
nonlinear systems subject to actuator saturation.

Recently, in the gain-scheduled paradigm, the scheduling
parameters with uncertainties have received scattered atten-
tion. For instance, in [119], the scheduling parameters are
supposed to be provided with bounded proportional uncer-
tainties; then, the corresponding𝐻

∞
-type control problem is

tackled and a sufficient condition for the resulting problem is
given in terms of parameter-dependent LMIs. Moreover, the
relationship of the proposed method and an existing method
for tackling proportional uncertainties is clarified.

A limitation of the original gain-scheduling approaches
is that the closed-loop stability can only be assured when
the underlying parameters vary sufficiently slowly. A remedy
exists but requires the implementation of possible solution of
asymptotic Riccati equations (AREs) for an infinite number
of different parameter values and the on-line solution of aRic-
cati differential equation (RDE) with time-varying coefficient
matrices.Themethod in [120] avoids solving the RDE online;
instead, it uses an explicit transient formula that looks up the
predetermined solutions of the associated AREs at a finite set
of given system operating points; furthermore, only a finite
number of AREs are need to be solved to determine a finite
set of controller gains.

There is a long history of gain-scheduling in applications
areas. Recently, in [121], a robust control synthesis framework
has been presented for switched direct current to DC-DC
converters. The framework was based on an LMI formula-
tion which can be solved automatically by efficient convex
optimization algorithms. In [122], a control strategy based on
gain-scheduling is proposed, which is able to regulate both
stiffness and position at output link, and the gain-scheduled
controller is designed based on a set of linear quadratic
regulators, which are with inherent robustness properties and

can accommodate significant variations in the actuation plant
parameters.

6. Conclusions and Future Work

In this paper, we have summarized some recent advances
on the gain-scheduled control and filtering for several kinds
of systems with randomly occurring incomplete informa-
tion. Several kinds of techniques related to gain-scheduled
control and filtering algorithms have been surveyed. Next,
the research and development of various system mod-
els have been reviewed, such as stochastic nonlinear sys-
tems, networked control systems, and linear parameter-
varying systems. Furthermore, the probability-dependent
gain-scheduled control and filtering problems for systems
with randomly occurring incomplete information have been
introduced. To conclude this survey paper, based on the
literature review, some related topics for the future research
work are listed as follows.

(1) In engineering applications, there still exist many
more complex yet important randomly occurring
issues which, however, have not been considered.
Therefore, it would be a promising research topic to
discuss these new phenomena of incomplete infor-
mation and establish a unified measurement model
accounting for these issues simultaneously.

(2) In the existing literatures, a lot of results are based
on the LMI conditions. While the interior-point
LMI solvers are significantly faster than the classical
convex optimization algorithms, it should be kept
in mind that the complexity of LMI computations
remains higher than that of solving, for example, a
Riccati equation. For instance, problems with thou-
sand design variables typically take over an hour
on today’s workstations. Therefore, another future
research direction is to reduce the computation cost
while keeping the desired performances.

(3) In case that multiple randomly occurring incomplete
information appear simultaneously and influence
each other in the same systems, the probability-
dependent gain-scheduling analysis and synthesis
problem is a challenge, which constitutes one of the
future research topics.

(4) When there is randomly occurring incomplete infor-
mation in two-dimensional system, the probability-
dependent gain-scheduled control and filtering prob-
lems are potential research topics.

(5) An additional trend for future research is to discuss
the probability-dependent gain-scheduled synchro-
nization, control, and filtering problems for nonlinear
stochastic complex networks with randomly occur-
ring incomplete information.
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Delay Systems, Birkhäauser, Boston, Mass, USA, 2002.

[53] W.-H. Chen, Z.-H. Guan, and X. Lu, “Delay-dependent expo-
nential stability of uncertain stochastic systems with multiple
delays: an LMI approach,” Systems & Control Letters, vol. 54, no.
6, pp. 547–555, 2005.

[54] H. Gao, J. Lam, and C. Wang, “Robust energy-to-peak filter
design for stochastic time-delay systems,” Systems & Control
Letters, vol. 55, no. 2, pp. 101–111, 2006.

[55] G. Wei, Z. Wang, and H. Shu, “Robust filtering with stochastic
nonlinearities and multiple missing measurements,” Automat-
ica, vol. 45, no. 3, pp. 836–841, 2009.

[56] H. Shu and G. Wei, “𝐻
∞
analysis of nonlinear stochastic time-

delay systems,”Chaos, Solitons & Fractals, vol. 26, no. 2, pp. 637–
647, 2005.

[57] K. El-Tawil and A. A. Jaoude, “Stochastic and nonlinear-based
prognostic model,” Systems Science & Control Engineering, vol.
1, no. 1, pp. 66–81, 2013.

[58] M. Kermani and A. Sakly, “Stability analysis for a class of
switched nonlinear time-delay systems,” Systems Science &
Control Engineering, vol. 2, no. 1, pp. 80–89, 2014.

[59] Y. Chen and K. A. Hoo, “Stability analysis for closed-loop
management of a reservoir based on identification of reduced-
order nonlinear model,” Systems Science & Control Engineering,
vol. 1, no. 1, pp. 12–19, 2013.

[60] Z. Wang, B. Shen, and X. Liu, “𝐻
∞

filtering with randomly
occurring sensor saturations andmissingmeasurements,”Auto-
matica, vol. 48, no. 3, pp. 556–562, 2012.

[61] L. Wang, G. Wei, and H. Shu, “State estimation for complex
networks with randomly occurring coupling delays,” Neuro-
computing, vol. 122, pp. 513–520, 2013.

[62] Z.Wang,D.W.C.Ho, Y. Liu, andX. Liu, “Robust𝐻
∞
control for

a class of nonlinear discrete time-delay stochastic systems with
missingmeasurements,”Automatica, vol. 45, no. 3, pp. 684–691,
2009.

[63] X. Wang, E. E. Yaz, and J. Long, “Robust and resilient state
dependent control of continuous-time nonlinear systems with
general performance criteria,” Systems Science & Control Engi-
neering, vol. 2, no. 1, pp. 34–40, 2014.

[64] J. Hu, Z. Wang, H. Gao, and L. K. Stergioulas, “Extended
Kalman filtering with stochastic nonlinearities and multiple
missing measurements,” Automatica, vol. 48, no. 9, pp. 2007–
2015, 2012.

[65] D. Ding, Z. Wang, H. Dong, and H. Shu, “Distributed 𝐻
∞

state estimation with stochastic parameters and nonlinearities
through sensor networks: the finite-horizon case,” Automatica,
vol. 48, no. 8, pp. 1575–1585, 2012.

[66] Y. Yin, P. Shi, and F. Liu, “Gain-scheduled PI tracking control
on stochastic nonlinear systems with partially known transition
probabilities,” Journal of the Franklin Institute, vol. 348, no. 4, pp.
685–702, 2011.



Discrete Dynamics in Nature and Society 9

[67] Y. Yin, P. Shi, and F. Liu, “Gain-scheduled robust fault detection
on time-delay stochastic nonlinear systems,” IEEE Transactions
on Industrial Electronics, vol. 58, no. 10, pp. 4908–4916, 2011.

[68] P. Shi, Y. Yin, and F. Liu, “Gain-scheduled worst-case control
on nonlinear stochastic systems subject to actuator saturation
and unknown information,” Journal of OptimizationTheory and
Applications, vol. 156, no. 3, pp. 844–858, 2013.

[69] Y. Liu, Y. Yin, F. Liu, P. Shi, and K. L. Teo, “Gain-scheduled𝐻
∞

control for nonlinear stochastic systems with mixed uncertain-
ties,” in Proceeding of the 8th IEEE Conference on Industrial Elec-
tronics and Applications, pp. 1544–1549, Melbourne, Australia,
June 2013.

[70] G. Wei, Z. Wang, B. Shen, and M. Li, “Probability-dependent
gain-scheduled filtering for stochastic systems with missing
measurements,” IEEE Transactions on Circuits and Systems II:
Express Briefs, vol. 58, no. 11, pp. 753–757, 2011.

[71] W. Li, G. Wei, and L. Wang, “Probability-dependent static
output feedback control for discrete-time nonlinear stochastic
systemswithmissingmeasurements,”Mathematical Problems in
Engineering, vol. 2012, Article ID 696742, 15 pages, 2012.

[72] W. Li, G. Wei, H. R. Karimi, and X. Liu, “Non-fragile gain-
scheduled control for discrete-time stochastic systems with
randomly occurring sensor saturations,” Abstract and Applied
Analysis, vol. 2013, Article ID 629621, 10 pages, 2013.

[73] Y. Luo, G. Wei, H. R. Karimi, and L. Wang, “Deconvolution
filtering for nonlinear stochastic systems with randomly occur-
ring sensor delays via probability-dependent method,” Abstract
and Applied Analysis, vol. 2013, Article ID 814187, 12 pages, 2013.

[74] G. Wei, Z. Wang, and B. Shen, “Probability-dependent gain-
scheduled control for discrete stochastic delayed systems with
randomly occurring nonlinearities,” International Journal of
Robust and Nonlinear Control, vol. 23, no. 7, pp. 815–826, 2013.

[75] R. M. Murray, K. J. Astrom, and S. P. Boyd, “Future directions
in control in an information-rich world,” IEEE Control Systems,
vol. 23, no. 2, pp. 20–33, 2003.

[76] J. P. Hespanha, P. Naghshtabrizi, and Y. Xu, “A survey of recent
results in networked control systems,” Proceedings of the IEEE,
vol. 95, no. 1, pp. 138–162, 2007.

[77] T. C. Yang, “Networked control system: a brief survey,” IEE
Proceedings: Control Theory and Applications, vol. 153, no. 4, pp.
403–412, 2006.

[78] S. Zampieri, “Trends in networked control systems,” in Proceed-
ings of the 17th World Congress The International Federation of
Automatic Control, pp. 2886–2894, Seoul, Republic of Korea,
July 2008.

[79] M. Liu, D. W. C. Ho, and Y. Niu, “Stabilization of Markovian
jump linear systemover networkswith randomcommunication
delay,” Automatica, vol. 45, no. 2, pp. 416–421, 2009.

[80] L. Zhang, Y. Shi, T. Chen, and B. Huang, “A new method for
stabilization of networked control systemswith randomdelays,”
IEEE Transactions on Automatic Control, vol. 50, no. 8, pp. 1177–
1181, 2005.

[81] Y.-C. Tian and D. Levy, “Compensation for control packet
dropout in networked control systems,” Information Sciences,
vol. 178, no. 5, pp. 1263–1278, 2008.

[82] W. Zhang, M. S. Branicky, and S. M. Phillips, “Stability of
networked control systems,” IEEE Control Systems Magazine,
vol. 21, no. 1, pp. 84–99, 2001.

[83] W.-A. Zhang and L. Yu, “Output feedback stabilization of
networked control systems with packet dropouts,” IEEE Trans-
actions on Automatic Control, vol. 52, no. 9, pp. 1705–1710, 2007.

[84] X.-M. Tang and B.-C. Ding, “Design of networked control
systems with bounded arbitrary time delays,” International
Journal of Automation and Computing, vol. 9, no. 2, pp. 182–190,
2012.

[85] S. Liu, X. P. Liu, and A. El Saddik, “Modeling and dynamic
gain-scheduling for networked systems with bounded packet
losses,” in Proceedings of the IEEE International Workshop on
Measurements and Networking, pp. 135–139, Anacapri, Italy,
October 2011.

[86] H. Li, Z. Sun, M.-Y. Chow, and F. Sun, “Gain-scheduling-based
state feedback integral control for networked control systems,”
IEEE Transactions on Industrial Electronics, vol. 58, no. 6, pp.
2465–2472, 2011.

[87] M. Tai and K. Uchida, “Gain scheduled output feedback control
of discrete-time networked systems,” in Proceedings of the IEEE
International Conference on Control Applications (CCA ’07), pp.
59–64, Singapore, October 2007.

[88] Y.-B. Zhao, J. Kim, and G.-P. Liu, “Offline model predictive
control-based gain scheduling for networked control systems,”
IET ControlTheory & Applications, vol. 6, no. 16, pp. 2585–2591,
2012.

[89] Y. Ji and H. J. Chizeck, “Controllability, stabilizability, and
continuous-time Markovian jump linear quadratic control,”
IEEE Transactions on Automatic Control, vol. 35, no. 7, pp. 777–
788, 1990.

[90] P.-F. Zhou, Y.-Y.Wang, Q.-B.Wang, J.-A. Chen, andD.-P. Duan,
“Stability and passivity analysis for Lur’e singular systems with
Markovian switching,” International Journal of Automation and
Computing, vol. 10, no. 1, pp. 79–84, 2013.

[91] L. Wu, P. Shi, and H. Gao, “State estimation and sliding-
mode control of Markovian jump singular systems,” IEEE
Transactions on Automatic Control, vol. 55, no. 5, pp. 1213–1219,
2010.

[92] H. Gao, C. Wang, and J. Wang, “On 𝐻
∞

performance analysis
for continuous-time stochastic systems with polytopic uncer-
tainties,” Circuits, Systems, and Signal Processing, vol. 24, no. 4,
pp. 415–429, 2005.

[93] P. Shi, M. Mahmoud, S. K. Nguang, and A. Ismail, “Robust
filtering for jumping systems with mode-dependent delays,”
Signal Processing, vol. 86, no. 1, pp. 140–152, 2006.

[94] P. Shi, M. S. Mahmoud, J. Yi, and A. Ismail, “Worst case control
of uncertain jumping systems with multi-state and input delay
information,” Information Sciences, vol. 176, no. 2, pp. 186–200,
2006.

[95] L. Ma, F. Da, and K.-J. Zhang, “Exponential 𝐻
∞

filter design
for discrete time-delay stochastic systems withmarkovian jump
parameters and missing measurements,” IEEE Transactions on
Circuits and Systems I: Regular Papers, vol. 58, no. 5, pp. 994–
1007, 2011.

[96] H. Liu, F. Sun, K. He, and Z. Sun, “Design of reduced-order
𝐻
∞
filter forMarkovian jumping systemswith time delay,” IEEE

Transactions on Circuits and Systems II: Express Briefs, vol. 51,
no. 11, pp. 607–612, 2004.

[97] D. Yue and Q.-L. Han, “Delay-dependent exponential stability
of stochastic systems with time-varying delay, nonlinearity, and
Markovian switching,” IEEETransactions onAutomatic Control,
vol. 50, no. 2, pp. 217–222, 2005.

[98] C. Yuan and X. Mao, “Robust stability and controllability of
stochastic differential delay equations with Markovian switch-
ing,” Automatica, vol. 40, no. 3, pp. 343–354, 2004.

[99] L. Zhang and E.-K. Boukas, “Mode-dependent 𝐻
∞

filtering
for discrete-time Markovian jump linear systems with partly



10 Discrete Dynamics in Nature and Society

unknown transition probabilities,” Automatica, vol. 45, no. 6,
pp. 1462–1467, 2009.

[100] L. Zhang and J. Lam, “Necessary and sufficient conditions
for analysis and synthesis of Markov jump linear systems
with incomplete transition descriptions,” IEEE Transactions on
Automatic Control, vol. 55, no. 7, pp. 1695–1701, 2010.

[101] Y. Yin, F. Liu, and Y. Shi, “Gain scheduled 𝐿
2
-𝐿
∞

filtering for
neutral systems with jumping and time-varying parameters,”
Journal of ControlTheory and Applications, vol. 10, no. 1, pp. 118–
123, 2012.

[102] H. Ahmad and T. Namerikawa, “Extended Kalman filter-based
mobile robot localization with intermittent measurements,”
Systems Science & Control Engineering, vol. 1, no. 1, pp. 113–126,
2013.

[103] Z. Wang, H. Dong, B. Shen, and H. Gao, “Finite-horizon 𝐻
∞

filtering with missing measurements and quantization effects,”
IEEE Transactions on Automatic Control, vol. 58, no. 7, pp. 1707–
1718, 2013.

[104] Z. Wang, B. Shen, H. Shu, and G. Wei, “Quantized𝐻
∞
control

for nonlinear stochastic time-delay systems with missing mea-
surements,” IEEE Transactions on Automatic Control, vol. 57, no.
6, pp. 1431–1444, 2012.

[105] J. Liang, F. Sun, and X. Liu, “Finite-horizon 𝐻
∞

filtering
for time-varying delay systems with randomly varying non-
linearities and sensor saturations,” Systems Science & Control
Engineering, vol. 2, no. 1, pp. 108–118, 2014.

[106] E. Tian, P. Chen, and G. Zhou, “Fault tolerant control for
discrete networked control systems with random faults,” Inter-
national Journal of Control, Automation and Systems, vol. 10, no.
2, pp. 444–448, 2012.

[107] G.Wei, L. Wang, andW. Li, “Fault-tolerant control for discrete-
time stochastic systems with randomly occurring faults,” in
Proceedings of the 31st Chinese Control Conference, pp. 1535–
1540, Hefei, China, July 2012.

[108] R. Yang, P. Shi, and G.-P. Liu, “Filtering for discrete-time
networked nonlinear systems with mixed random delays and
packet dropouts,” IEEE Transactions on Automatic Control, vol.
56, no. 11, pp. 2655–2660, 2011.

[109] B. Shen, Z. Wang, H. Shu, and G. Wei, “Robust 𝐻
∞

finite-
horizon filtering with randomly occurred nonlinearities and
quantization effects,” Automatica, vol. 46, no. 11, pp. 1743–1751,
2010.

[110] H. Dong, Z. Wang, and H. Gao, “Distributed 𝐻
∞

filtering
for a class of Markovian jump nonlinear time-delay systems
over lossy sensor networks,” IEEE Transactions on Industrial
Electronics, vol. 60, no. 10, pp. 4665–4672, 2013.

[111] J. Hu, Z. Wang, B. Shen, and H. Gao, “Quantised recursive
filtering for a class of nonlinear systems with multiplicative
noises and missing measurements,” International Journal of
Control, vol. 86, no. 4, pp. 650–663, 2013.

[112] G. Wei, L. Wang, and F. Han, “A gain-scheduled approach
to fault-tolerant control for discrete-time stochastic delayed
systems with randomly occurring actuator faults,” Systems
Science & Control Engineering, vol. 1, no. 1, pp. 82–90, 2013.

[113] T. Kaczorek, Two-Dimensional Linear Systems, Springer, Berlin,
Germany, 1985.

[114] D. N. Godard, “Self-recovering equalization and carrier track-
ing in two-dimensional data communication systems,” IEEE
Transactions on Communications, vol. 28, no. 11, pp. 1867–1875,
1980.

[115] R. P. Roesser, “A discrete state-space model for linear image
processing,” IEEE Transactions on Automatic Control, vol. 20,
no. 1, pp. 1–10, 1975.

[116] C. E. de Souza and J. Osowsky, “Gain-scheduled control of two-
dimensional discrete-time linear parameter-varying systems in
the Roesser model,” Automatica, vol. 49, no. 1, pp. 101–110, 2013.

[117] C. E. de Souza and J. Osowsky, “Guaranteed cost gain-scheduled
control of two-dimensional discrete-time linear parameter-
varying systems,” in Proceedings of the 7th International Work-
shop on Multidimensional Systems, pp. 5–7, Oitiers, France,
September 2011.

[118] F.Wu and S.Hays, “Nonlinear gain-scheduling output-feedback
control for polynomial nonlinear systems subject to actuator
saturation,” International Journal of Control, vol. 86, no. 9, pp.
1607–1619, 2013.

[119] M. Sato and D. Peaucelle, “Gain-scheduled output-feedback
controllers using inexact scheduling parameters for
continuous-time LPV systems,” Automatica, vol. 49, no. 4,
pp. 1019–1025, 2013.

[120] A. Dehghani, M. C. Rotkowitz, B. D. O. Anderson, and S. H.
Cha, “Simplified rapid switching gain scheduling for a class of
LPV systems,” IEEE Transactions on Automatic Control, vol. 57,
no. 10, pp. 2633–2639, 2012.

[121] C. Olalla, R. Leyva, I. Queinnec, and D. Maksimovic, “Robust
gain-scheduled control of switched-mode DC-DC converters,”
IEEE Transactions on Power Electronics, vol. 27, no. 6, pp. 3006–
3019, 2012.

[122] I. Sardellitti, G. A. Medrano-Cerda, N. Tsagarakis, A. Jafari,
and D. G. Caldwell, “Gain-scheduling control for a class of
variable stiffness actuators based on lever mechanisms,” IEEE
Transactions on Robotics, vol. 29, no. 3, pp. 797–798, 2013.



Submit your manuscripts at
http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Problems 
in Engineering

Hindawi Publishing Corporation
http://www.hindawi.com

Differential Equations
International Journal of

Volume 2014

Applied Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Probability and Statistics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Optimization
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Combinatorics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Operations Research
Advances in

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Function Spaces

Abstract and 
Applied Analysis
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Algebra

Discrete Dynamics in 
Nature and Society

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Decision Sciences
Advances in

Discrete Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014 Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Stochastic Analysis
International Journal of


