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Abstract

In this paper, theH∞ output-feedback control problem is investigated for a class of two-dimensional (2-

D) nonlinear systems with time-varying delays under imperfect measurements. Randomly occurring nonlinearities

(RONs) are introduced in the system to account for probabilistic nonlinear disturbances typically caused by networked

environments and governed by a sequence of random variablesobeying the Bernoulli distribution. The imperfect

measurement outputs are subject to both data missing and randomly occurring sensor saturations (ROSSs), which are

put forward to characterize the network-induced phenomenasuch as probabilistic communication failures and limited

capacity of the communication devices. The aim of this paperis to design an output-feedback controller such that the

closed-loop system is globally asymptotically stable in the mean square and the prescribedH∞ performance index

is satisfied. Sufficient conditions are presented by resorting to intensive stochastic analysis and matrix inequality

techniques, which not only guarantee the existence of the desired controllers for all possible time-delays, RONs,

missing measurements and ROSSs but also lead to the explicitexpressions of such controllers. Finally, a numerical

simulation example is given to demonstrate the applicability of the proposed control scheme.

Index Terms

Two-dimensional (2-D) systems; Output-feedback control;Sensor saturation; Randomly occurring nonlinearities

(RONs); Missing measurements.

I. INTRODUCTION

Two-dimensional (2-D) systems have received tremendous research attention since they have extensive applica-

tions in image processing, seismographic data processing,thermal processes and water stream heating [4], [11], [17],

[19], [24], [26], [29]. In the past decade, many important methodologies and techniques have been developed for

analysis and synthesis problems of 2-D systems, which include, but are not limited to, the stability and performance

analysis problems [3], [5], [10], [13], [18], [25], [31], [39], [41], robust and/orH∞ control problems [9], [21], [34],

[40], [43], robust and/orH∞ filtering problems [4], [8], [28], as well as theH∞ model reduction problems [12].

Since time delays frequently occur in practical systems andare often the source of instability, 2-D systems with
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various types of delays have also been a research focus in thepast few years, and a great number of results have

been reported in the literature, see e.g. [3], [4], [31], [41]. Note that, in the context of 2-D systems, the stochastic

perturbation issue has been taken into account in [13], [44]and the saturated nonlinearities have been studied in

[3], [18], [33].

Virtually, almost all real-world systems are influenced by certain nonlinear disturbances and therefore nonlinear

analysis has been a main stream of research for several decades. Traditionally, nonlinearities have been treated as a

deterministic function of the system states. In today’s pervasive networked environments, however, the nonlinearities

may occur in a random way due probably to the random fluctuation of the network load and the unreliability of the

wireless links. In other words, the nonlinearities themselves could experience random abrupt changes in their type

or intensity because of abrupt phenomena such as random failures, repairs of the components as well as the changes

in the interconnections of subsystems, see [7], [15], [32] for more details. Such network-induced nonlinearities are

customarily referred to as randomly occurring nonlinearities (RONs), see [6], [16], [37]. Although RONs have

received some initial research attention for 1-D systems, the corresponding results for 2-D systems have been

scattered, and this constitutes one of the motivations for the present research.

It is worth mentioning that, in the aforementioned literature, the control and filtering synthesis approaches rely on

the ideal assumption that there is a continuous flow of measurement signals with infinite precision. Unfortunately,

such an assumption is not always true especially under networked environments [23], [27], [38]. For example, the

sensor output often suffers from probabilistic signal missing due to multi-path fading, channel congestion, rejection

in-transit, faulty networking hardware or faulty network drivers, etc. Therefore, the missing measurement (also

called packet dropout or packet loss) problem has gained a growing research interest in the past few years leading

to a wealth of published results. On the other hand, network-induced sensor saturations often occur randomly

because of physical limitations of system components as well as the difficulties in ensuring high fidelity and timely

arrival of the control and sensing signals through a possibly unreliable network of limited bandwidth. In networked

control systems, the randomly occurring sensor saturation(ROSS) can be regarded as a random phenomenon in

which physical entities or processes cannot, due to probabilistic fluctuations of the network loads, transmit energy

and power without bounds on the magnitude or rate [35], [36].So far, for 1-D networked control systems, important

features such as control and sensing under limited capacityand missing measurement have been incorporated in

the design approaches, and much attention has been drawn on the network-induced phenomena including signal

quantization/saturation and stochastic loss/degradation of measurement data in the feedback loop, see [7], [32] for

more details. For example, the state estimation and controlproblems in the case of sensor saturations and/or missing

measurements have been well studied, see e.g. [2], [30], [35], [42]. However, little effort has been devoted to the

corresponding control problems for 2-D systems despite their practical significance.

Summarizing the above discussion, it can be concluded that:1) theH∞ control problem has attracted persistently

increasing research attention for the 2-D time-delay systems because of their wide applications; 2) RONs occur

sometimes in networked systems and should not be overlookedin the analysis of system performances; 3) both the

sensor saturations and the missing measurements may appearsimultaneously during the signal transmission due

to the limited bandwidth of the networks; and 4) it is of both theoretical significance and practical importance to

investigate how the RONs, ROSSs and missing measurements affect the dynamic behavior of the controlled systems.

It is, therefore, the main purpose of this paper to design an output-feedback controller such that, in the simultaneous

presence of RONs, ROSSs and missing measurements, the closed-loop 2-D system is globally asymptotically stable

in the mean square and the prescribedH∞ performance index is satisfied. It is noticeable that such a design problem

is rather challenging due to its mathematical difficulty in both system modeling and performance analysis, and this

gives rise to the main motivation for our current research.
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In this paper, we aim to investigate theH∞ output-feedback control problem for a class of 2-D nonlinear

systems with RONs and time-varying delays under imperfect measurements including ROSSs and missing data. We

are interested in deriving sufficient conditions under which the existence of the desired controllers is guaranteed

and the explicit expression of such controllers is given.The main contribution of this paper is mainly fourfold: 1)

a “comprehensive” 2-D model is proposed to describe RONs in the system states as well as sensor saturations and

missing measurements in the system outputs, all of which aregoverned by Bernoulli distributed white sequences;

2) a combination of important factors contributing to the complexity of networked systems are investigated within

an unified framework that caters for RONs, ROSSs and missing measurements; 3) a new energy-like quadratic

function is employed to analyze the system stability and performance; and 4) intensive stochastic analysis is

conducted to enforce theH∞ performance for the addressed comprehensive systems in addition to the stochastic

stability constraint.

The remaining part of this paper is organized as follows. In Section II, theH∞ output-feedback control problem

is formulated for the 2-D time-delay systems with RONs, ROSSand missing measurements, and some preliminaries

are briefly outlined. In Section III, the global asymptotic stability in the mean square for the closed-loop system is

analyzed, theH∞ performance level is investigated, and the output-feedback controller is also explicitly designed.

In Section IV, an illustrative example is provided to verifythe effectiveness of the designed control scheme. Finally,

conclusions are drawn in Section V.

Notations. The notations used throughout this paper are fairly standard except where otherwise stated.N is used

to be the set{0, 1, 2, . . .}. Rn andR
m×n denote, respectively, then-dimensional Euclidean space and the set of

all m × n real matrices.I and 0 represent the identity matrix and the zero matrix with appropriate dimensions,

respectively. The notationX ≥ 0 (respectively,X > 0) means that matrixX is real, symmetric and positive

semidefinite (respectively, positive definite).diag(· · · ) stands for the block-diagonal matrix with blocks given by

the matrices in(· · · ). For matricesA ∈ R
m×n andB ∈ R

p×q, their Kronecker product is a matrix inRmp×nq

and denoted asA ⊗ B. The superscript “T” is used to represent the matrix transposition, and “*” in a matrix

stands for the term which is induced by symmetry. For integers m and n with m ≤ n, ⌊m,n⌋ denotes the

integers set{m,m + 1, . . . , n} and ⌊m,n) means the integers set{m,m + 1, . . . , n − 1}. (Ω,F ,Prob) is a

complete probability space, where the probability measureProb has total mass1. E{α} andE{α|β} represent,

respectively, the mathematical expectation of the stochastic variableα and the expectation ofα conditional on

β with respect to the given probability measureProb. For v ∈ l2(N × N), similar as in [8], define its norm

‖v‖22 =
∑∞

h=0

∑∞
k=0 E{‖v(k, h)‖

2} − 1
2

∑∞
k=0 E{‖v(k, 0)‖

2} − 1
2

∑∞
h=0 E{‖v(0, h)‖

2)} where‖ · ‖ refers to the

Euclidean vector norm. Matrices, if not stated, are assumedto have compatible dimensions for algebraic operations.

II. PROBLEM FORMULATION AND PRELIMINARIES

Consider a 2-D system along two directions described by the general Fornasini-Marchesini state-space model of

the following form:




x(k + 1, h + 1) =A1x(k + 1, h) +A2x(k, h+ 1) +D1x(k + 1, h− τ(h)) +D2x(k − σ(k), h + 1)

+ γ̂(k, h)Gf(x(k + 1, h), x(k, h + 1)) +B1u(k + 1, h) +B2u(k, h+ 1)

+ E1v(k + 1, h) + E2v(k, h + 1),

y(k, h) =Ξ(k, h)Λ(k, h)Cx(k, h) + (I − Λ(k, h))g(Cx(k, h)) +M1v(k, h),

z(k, h) =W1x(k, h) +W2u(k, h) +M2v(k, h)

(1)

wherek, h ∈ N, x(k, h) ∈ R
n is the state vector,y(k, h) ∈ R

m is the measured output vector andz(k, h) ∈ R
r

is the signal to be controlled.u(k, h) ∈ R
q is the control input vector,v(k, h) ∈ R

p is the exogenous disturbance
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input which belongs tol2(N × N). Ai, Di, Bi, Ei, Mi, Wi, C andG (i = 1, 2) are known system matrices with

compatible dimensions.σ(k) andτ(h) are time-varying positive scalars denoting the delays, respectively, along the

horizontal direction and along the vertical direction, which satisfy

σ1 ≤ σ(k) ≤ σ2, τ1 ≤ τ(h) ≤ τ2, ∀k, h ∈ N (2)

where σi and τi (i = 1, 2) are positive known integers denoting, respectively, the lower and upper bounds of

the time-varying delays.̂γ(k, h) ∈ R is a Bernoulli distributed white sequence accounting for the phenomena of

randomly occurring nonlinearities and taking values of either 1 or 0 with

Prob{γ̂(k, h) = 1} = γ̄, Prob{γ̂(k, h) = 0} = 1− γ̄, (3)

whereγ̄ ∈ [0, 1] is a known constant. Obviously, for allk, h ∈ N, the stochastic variablêγ(k, h) has the variance

γ̄(1− γ̄). f(·, ·) : Rn×R
n → R

n is a known nonlinear function satisfyingf(0, 0) = 0 and the following inequality

(f(u, v) − F1ς)
T (f(u, v)− F2ς) ≤ 0 (4)

whereu, v ∈ R
n, ς = (uT vT )T , F1 = [F11 F12] andF2 = [F21 F22] ∈ R

n×2n.

The saturation functiong(·) : Rm → R
m has the following form:

g(w) =
[
g1(w1) g2(w2) · · · gm(wm)

]T
(5)

with w = (w1, w2, . . . , wm)T ∈ R
m and, fori = 1, 2, . . . ,m, gi(wi) = sign(wi)min{|wi|, wi,max} wherewi,max is

the ith element of the saturation level vectorwmax.

In system (1),Ξ(k, h) = diag(ξ1(k, h), ξ2(k, h), . . . , ξm(k, h)) and ξi(k, h) (i = 1, 2, . . . ,m) are mutually

independent scalar random signals on the probability space(Ω,F ,Prob) taking values on the interval[0, 1] and

satisfying

E{ξi(k, h)} = ξ̄i, E{ξ2i (k, h)} = σ
2
i . (6)

Λ(k, h) = diag(λ1(k, h), λ2(k, h), . . . , λm(k, h)) and λi(k, h) (i = 1, 2, . . . ,m) are Bernoulli distributed white

sequences taking values on0 and1 with

Prob{λi(k, h) = 1} = λ̄i, Prob{λi(k, h) = 0} = 1− λ̄i, (7)

wherei = 1, 2, . . . ,m; k, h ∈ N and λ̄i ∈ [0, 1] is known. It is further assumed that, in this paper,γ̂(k, h), ξi(k, h)

andλi(k, h) (i = 1, 2, . . . ,m) are mutually independent.

Remark 1: In reality, the RONs, the missing measurements and the ROSS are three main important issues

that have been investigated extensively for various systems such as networked control systems, sensor networks,

power grid networks and coupled mechanical systems. Randomabrupt changes in the environmental circumstances

result in the nonlinear disturbances occurring in a probabilistic way. In system (1), the random variablêγ(k, h)

is introduced to regulate the nonlinear influencef(x(k + 1, h), x(k, h + 1)) on the structure and dynamics of the

2-D system. Such kind of phenomenon has been named as RONs in [37] and has drawn some attention ever since

then, see e.g. [6]. Moreover, due to the physical or technical limitations of the system components, the sensor

measurement cannot provide unlimited amplitude signals, and hence the random diagonal matrixΛ(k, h) is used

in (1) to account for the sensor saturation case which might occur randomly [35], [36]. On the other hand, missing

measurements are ubiquitous due to the limited bandwidth ofthe channels for signal transmission or the sensor

aging/temporal failure in the sensor networks. In model (1), we use random diagonal matrixΞ(k, h) to characterize

such unavoidable phenomena. It should be noted that the aforementioned RONs, missing measurements and ROSS
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have been frequently considered for the 1-D (one-dimensional) systems. When it comes to the 2-D dynamical

systems, the related results have been very few.

The initial boundary condition associated with the discrete 2-D system (1) is given by

x(k, h) =





ϕ(k, h), k ∈ ⌊−σ2, 0⌋, h ∈ ⌊0, κ1⌋

0, k ∈ ⌊−σ2, 0⌋, h ∈ ⌊κ1 + 1,∞)

φ(k, h), k ∈ ⌊0, κ2⌋, h ∈ ⌊−τ2, 0⌋

0 k ∈ ⌊κ2 + 1,∞), h ∈ ⌊−τ2, 0⌋

(8)

with ϕ(0, 0) = φ(0, 0), whereκ1 andκ2 are two finite positive integers,ϕ(k, h) andφ(k, h) are known vectors

belonging toRn with finite norm.

Before presenting the main aim of this paper, we introduce the following definitions for the 2-D system (1) with

initial condition (8) which are illuminated by the ideas in [13], [26].

Definition 1: For the unforced system (1) (i.e.,u(k, h) ≡ 0 in (1)) and every initial boundary condition in (8), the

trivial solution of (1) is said to be globally asymptotically stable in the mean square if, in the case ofv(k, h) ≡ 0,

the trivial solution of (1) is stable in the mean square (in the sense of Lyapunov) and the following equality holds:

lim
k+h→∞

E{‖x(k, h)‖} = 0.

Definition 2: For the given scalarγ > 0, the discrete 2-D system (1) is said to be globally asymptotically stable

in the mean square with anH∞ disturbance attenuation levelγ if it is globally asymptotically stable in the mean

square, and under zero-initial condition, i.e.,φ(k, h) ≡ 0 ≡ ϕ(k, h), the controlled outputz(k, h) satisfies

‖z‖2 ≤ γ‖v‖2

for all nonzerov ∈ l2(N× N,Rp).

In this paper, the following output-feedback controller isadopted:
{
x̂(k + 1, h + 1) =A1f x̂(k + 1, h) +A2f x̂(k, h + 1) +K1fy(k + 1, h) +K2fy(k, h+ 1),

u(k, h) =Hf x̂(k, h)
(9)

where x̂(k, h) ∈ R
n is the state of the controller,Aif , Kif and Hf (i = 1, 2) are the controller parameters to

be designed. It is assumed that the initial boundary condition for (9) is taken to bêx(0, h) = 0 = x̂(k, 0) for k,

h ∈ ⌊0,∞).

By letting η(k, h) = (xT (k, h), x̂T (k, h))T and substituting (9) into (1), we get the augmented closed-loop system

as follows:




η(k + 1, h+ 1) =(A1 +∆A1(k, h))η(k + 1, h) + (A2 +∆A2(k, h))η(k, h + 1)

+D1Lη(k + 1, h − τ(h)) +D2Lη(k − σ(k), h + 1)

+ (G +∆G(k, h))F(η(k + 1, h), η(k, h + 1)) + E1v(k + 1, h) + E2v(k, h+ 1),

z(k, h) =Wη(k, h) +M2v(k, h)

(10)

whereΞ̄ = diag(ξ̄1, ξ̄2, . . . , ξ̄m), Λ̄ = diag(λ̄1, λ̄2, . . . , λ̄m),

A1 =

[
A1 B1Hf

K1f Ξ̄Λ̄C A1f

]
, ∆A1(k, h) =

[
0 0

K1f (Ξ(k + 1, h)Λ(k + 1, h) − Ξ̄Λ̄)C 0

]
,

A2 =

[
A2 B2Hf

K2f Ξ̄Λ̄C A2f

]
, ∆A2(k, h) =

[
0 0

K2f (Ξ(k, h + 1)Λ(k, h + 1)− Ξ̄Λ̄)C 0

]
,
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D1 =

[
D1

0

]
, D2 =

[
D2

0

]
, E1 =

[
E1

K1fM1

]
, E2 =

[
E2

K2fM1

]
,

G =

[
γ̄G 0 0

0 K1f (I − Λ̄) K2f (I − Λ̄)

]
, L =

[
I 0

]
,

∆G(k, h) =

[
(γ̂(k, h) − γ̄)G 0 0

0 K1f (Λ̄− Λ(k + 1, h)) K2f (Λ̄− Λ(k, h + 1))

]
,

F(η(k + 1, h), η(k, h + 1)) =




f(Lη(k + 1, h), Lη(k, h + 1))

g(CLη(k + 1, h))

g(CLη(k, h + 1))


 , W =

[
W1 W2Hf

]
.

The main objective of this paper is to design an output-feedback controller in the form of (9) for the discrete

2-D time-delay system (1) such that the closed-loop 2-D system (10) is globally asymptotically stable in the mean

square with a prescribedH∞ disturbance attenuation levelγ.

Remark 2:The output-feedback control problem has been extensively investigated in the literature for 1-D

systems. Compared with the rich literature for the output-feedback control of 1-D systems, the corresponding results

for the 2-D systems are relatively few [39]–[41]. On the other hand, most of the existing output-feedback control

results have been established for thelinear 2-D systems only. When referring to the case with stochasticdisturbances

such as RONs, missing measurements and ROSS, the corresponding research problem remainsunsolved.

III. A NALYSIS AND SYNTHESIS FOR THE2-D TIME-DELAY SYSTEM

In this section, theH∞ output-feedback control problem formulated in the previous section is to be investigated.

First, by employing an energy-like functional and some intensive stochastic analysis, the stability andH∞ perfor-

mance issues are discussed. Then, the controller synthesisproblem is considered and two design schemes are given

ensuring the closed-loop 2-D system (10) to be globally asymptotically stable in the mean square with a prescribed

H∞ disturbance attenuation levelγ.

As for the saturation functiong(·) in (5), with the similar techniques employed in [20], [36], [42], it is assumed

that there exists a certain diagonal matrixS such that0 < S < I and the following sector condition holds:

(g(Cx(k, h)) − Cx(k, h))T (g(Cx(k, h)) − SCx(k, h)) ≤ 0. (11)

In the following discussion, for simplicity, the first equation in the closed-loop system (10) can be written as

η(k + 1, h+ 1) =Y(k, h) + ∆A1(k, h)η(k + 1, h) + ∆A2(k, h)η(k, h + 1)

+ ∆G(k, h)F(η(k + 1, h), η(k, h + 1)) + E1v(k + 1, h) + E2v(k, h + 1) (12)

whereY(k, h) = A ζ(k, h) andA =
[
A1 A2 D1L D2L G

]
, ζ(k, h) =

(
ηT (k + 1, h) ηT (k, h + 1) ηT (k +

1, h− τ(h)) ηT (k − σ(k), h + 1) FT (η(k + 1, h), η(k, h + 1))
)T

.

Theorem 1:Let the output-feedback controller parametersAif , Kif , Hf (i = 1, 2) and theH∞ performance level

γ > 0 be given. Then, the closed-loop 2-D system (10) is globally asymptotically stable in the mean square with

disturbance attenuation levelγ if there exist matricesPi > 0, Qi > 0 (i = 1, 2) and positive scalarsεj (j = 1, 2, 3)

such that the following matrix inequality holds:

Φ̃ :=Φ + G (P1 + P2)G
T + A

T
E (P1 + P2)AE

+

2∑

j=1

(
WjW

T
j +

m∑

i=1

(
ι1iCji(P1 + P2)

−1
C

T
ji + ι4iĈji(P1 + P2)

−1
Ĉ

T
ji

))
< 0, (13)
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whereι1i = λ̄i(1− λ̄i), ι4i = λ̄i(σ
2
i − ξ̄2i ), AE = [A E1 E2], G = [G̃ T 0 0]T with G̃ = [0 0 0 0 G]T ,

W1 =
[
W 0 0 0 0 M2 0

]T
, W2 =

[
0 W 0 0 0 0 M2

]T
,

C1i =
[

C̃ T
1i 0 0

]T
, C̃1i =

[
ξ̄i(P1 + P2)C1iL 0 0 0 −(P1 + P2)K1i

]T
,

C2i =
[

C̃ T
2i 0 0

]T
, C̃2i =

[
0 ξ̄i(P1 + P2)C2iL 0 0 −(P1 + P2)K2i

]T
,

Ĉ1i =
[ −→

C T
1i 0 0

]T
,

−→
C 1i =

[
(P1 + P2)C1iL 0 0 0 0

]T
,

Ĉ2i =
[ −→

C T
2i 0 0

]T
,

−→
C 2i =

[
0 (P1 + P2)C2iL 0 0 0

]T
,

Φ =




Φ̂ 0 0

∗ −γ2I 0

∗ ∗ −γ2I


 , Φ̂ =




Φ11 Φ12 0 0 Φ15

∗ Φ22 0 0 Φ25

∗ ∗ −Q1 0 0

∗ ∗ ∗ −Q2 0

∗ ∗ ∗ ∗ Φ55




and

Φ11 = (τ2 − τ1 + 1)Q1 − P1 −
ε1
2
LT (F T

11F21 + F T
21F11)L− ε2L

TCTSCL,

Φ22 = (σ2 − σ1 + 1)Q2 − P2 −
ε1
2
LT (F T

12F22 + F T
22F12)L− ε3L

TCTSCL,

Φ12 = −
ε1
2
LT (F T

11F22 + F T
21F12)L, Φ15 =

ε1
2
LT (F T

11 + F T
21)I1 +

ε2
2
LTCT (I + S)I2,

Φ25 =
ε1
2
LT (F T

12 + F T
22)I1 +

ε3
2
LTCT (I + S)I3, Φ55 = −ε1I

T
1 I1 − ε2I

T
2 I2 − ε3I

T
3 I3,

C1i = K1ĒiC, K1i = K1E2i, C2i = K2ĒiC, K2i = K2E1i, E1i = [0 0 Ēi], E2i = [0 Ēi 0],

K1 =

[
0

K1f

]
, K2 =

[
0

K2f

]
, G =

√
γ̄(1− γ̄)

[
G 0 0

0 0 0

]
;

in which I1 = [I 0 0], I2 = [0 I 0], I3 = [0 0 I] and Ēi is the matrix inRm×m with only the diagonal

(i, i)-component as1 and all the other elements as0.

Proof: Consider the following energy-like functional

V (k, h) = V1(k, h) + V2(k, h), (14)

whereV1(k, h) =
∑3

i=1 V1i(k, h) andV2(k, h) =
∑3

j=1 V2j(k, h) with

V11(k, h) = ηT (k, h)P1η(k, h), V12(k, h) =

h−1∑

i=h−τ(h)

ηT (k, i)Q1η(k, i),

V13(k, h) =

−τ1∑

j=1−τ2

h−1∑

i=h+j

ηT (k, i)Q1η(k, i); V21(k, h) = ηT (k, h)P2η(k, h),

V22(k, h) =

k−1∑

i=k−σ(k)

ηT (i, h)Q2η(i, h), V23(k, h) =

−σ1∑

j=1−σ2

k−1∑

i=k+j

ηT (i, h)Q2η(i, h);

wherek, h ∈ N, matricesPi > 0 andQi > 0 (i = 1, 2) are to be determined from the matrix inequality (13).

Denoteℵ(k, h) = {η(k+1, h), η(k+1, h−1), . . . , η(k+1, h−τ2), η(k, h+1), η(k−1, h+1), . . . , η(k−σ2, h+1)},

and define the index as follows:

J := E

{( 3∑

i=1

∆V1i(k, h) +

3∑

j=1

∆V2j(k, h)
)
|ℵ(k, h)

}
(15)
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with ∆V1i(k, h) = V1i(k+1, h+1)−V1i(k+1, h) and∆V2j(k, h) = V2j(k+1, h+1)−V2j (k, h+1). Calculating

(15) along the solutions of the closed-loop system (12), we can obtain

E{∆V11(k, h)|ℵ(k, h)} =E{ηT (k + 1, h+ 1)P1η(k + 1, h+ 1)|ℵ(k, h)} − ηT (k + 1, h)P1η(k + 1, h), (16)

E{∆V12(k, h)|ℵ(k, h)} =E{(
h∑

i=h+1−τ(h+1)

−
h−1∑

i=h−τ(h)

)ηT (k + 1, i)Q1η(k + 1, i)|ℵ(k, h)}

=E{(ηT (k + 1, h)Q1η(k + 1, h) − ηT (k + 1, h − τ(h))Q1η(k + 1, h− τ(h))

+ (

h−1∑

i=h+1−τ1

+

h−τ1∑

i=h+1−τ(h+1)

−
h−1∑

i=h+1−τ(h)

)ηT (k + 1, i)Q1η(k + 1, i))|ℵ(k, h)}

≤E{(ηT (k + 1, h)Q1η(k + 1, h) − ηT (k + 1, h − τ(h))Q1η(k + 1, h− τ(h))

+

h−τ1∑

i=h+1−τ(h+1)

ηT (k + 1, i)Q1η(k + 1, i))|ℵ(k, h)}

≤E{(ηT (k + 1, h)Q1η(k + 1, h) − ηT (k + 1, h − τ(h))Q1η(k + 1, h− τ(h))

+

h−τ1∑

i=h+1−τ2

ηT (k + 1, i)Q1η(k + 1, i))|ℵ(k, h)}, (17)

E{∆V13(k, h)|ℵ(k, h)} =E{
−τ1∑

j=1−τ2

(

h∑

i=h+1+j

−
h−1∑

i=h+j

)ηT (k + 1, i)Q1η(k + 1, i)|ℵ(k, h)}

=E{
−τ1∑

j=1−τ2

(ηT (k + 1, h)Q1η(k + 1, h)− ηT (k + 1, h + j)Q1η(k + 1, h + j))|ℵ(k, h)}

=E{((τ2 − τ1)η
T (k + 1, h)Q1η(k + 1, h)

−
−τ1∑

j=1−τ2

ηT (k + 1, h+ j)Q1η(k + 1, h+ j))|ℵ(k, h)} (18)

and

E{∆V21(k, h)|ℵ(k, h)} =E{ηT (k + 1, h + 1)P2η(k + 1, h+ 1)|ℵ(k, h)} − ηT (k, h+ 1)P2η(k, h + 1), (19)

E{∆V22(k, h)|ℵ(k, h)} ≤E{(ηT (k, h+ 1)Q2η(k, h + 1)− ηT (k − σ(k), h + 1)Q2η(k − σ(k), h + 1)

+

k−σ1∑

i=k+1−σ2

ηT (i, h+ 1)Q2η(i, h + 1))|ℵ(k, h)}, (20)

E{∆V23(k, h)|ℵ(k, h)} =E{((σ2 − σ1)η
T (k, h + 1)Q2η(k, h + 1)

−
−σ1∑

j=1−σ2

ηT (k + j, h + 1)Q2η(k + j, h + 1))|ℵ(k, h)}. (21)

Substituting (16)-(21) into (15), one has

J ≤E

{(
ηT (k + 1, h + 1)(P1 + P2)η(k + 1, h+ 1) + ηT (k + 1, h)

(
(τ2 − τ1 + 1)Q1 − P1

)
η(k + 1, h)

− ηT (k + 1, h − τ(h))Q1η(k + 1, h− τ(h)) + ηT (k, h + 1)
(
(σ2 − σ1 + 1)Q2 − P2

)
η(k, h + 1)

− ηT (k − σ(k), h + 1)Q2η(k − σ(k), h + 1)
)
|ℵ(k, h)

}
. (22)
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In the following, we first prove the global asymptotic stability in the mean square of the closed-loop 2-D system

(10) with v(k, h) ≡ 0. It follows from (10) that

E{ηT (k + 1, h+ 1)(P1 + P2)η(k + 1, h + 1)|ℵ(k, h)}

= E

{[
YT (k, h)(P1 + P2)Y(k, h) + ηT (k + 1, h)(∆A1(k, h))

T (P1 + P2)(∆A1(k, h))η(k + 1, h)

+ ηT (k, h + 1)(∆A2(k, h))
T (P1 + P2)(∆A2(k, h))η(k, h + 1)

+ FT (η(k + 1, h), η(k, h + 1))(∆G(k, h))T (P1 + P2)(∆G(k, h))F(η(k + 1, h), η(k, h + 1))

+ 2ηT (k + 1, h)(∆A1(k, h))
T (P1 + P2)∆G(k, h)F(η(k + 1, h), η(k, h + 1))

+ 2ηT (k, h+ 1)(∆A2(k, h))
T (P1 + P2)∆G(k, h)F(η(k + 1, h), η(k, h + 1))

]
|ℵ(k, h)

}
, (23)

where the mutual independence property of the random variables γ̂(k, h), ξi(k, h) andλi(k, h) (i = 1, 2, . . . ,m)

has been utilized when deriving the equality (23).

For simplicity, in the following analysis, denoteP1 + P2 as [(P1 + P2)ij ]2×2 where(P1 + P2)ij ∈ R
n means

the (i, j)-block of matrixP1 + P2. By resorting to the conditions (3), (6) and (7), we have

E{2ηT (k, h + 1)(∆A2(k, h))
T (P1 + P2)∆G(k, h)F(η(k + 1, h), η(k, h + 1))|ℵ(k, h)}

= 2E
{[

(γ̂(k, h) − γ̄)
(
K2f (Ξ(k, h+ 1)Λ(k, h + 1)− Ξ̄Λ̄)Cx(k, h+ 1)

)T
(P1 + P2)

T
12G

× f(x(k + 1, h), x(k, h + 1)) +
(
K2f (Ξ(k, h+ 1)Λ(k, h + 1)− Ξ̄Λ̄)Cx(k, h+ 1)

)T
(P1 + P2)22

×
(
K1f (Λ̄− Λ(k + 1, h))g(Cx(k + 1, h)) +K2f (Λ̄− Λ(k, h+ 1))g(Cx(k, h + 1))

)]
|ℵ(k, h)

}

= 2E
{(

K2f (Ξ(k, h+ 1)Λ(k, h + 1)− Ξ̄Λ̄)Cx(k, h + 1)
)T

(P1 + P2)22

×K2f (Λ̄− Λ(k, h+ 1))g(Cx(k, h + 1))|ℵ(k, h)
}

= 2E
{
xT (k, h + 1)CT

( m∑

i=1

(λi(k, h + 1)ξi(k, h + 1)− ξ̄iλ̄i)Ē
T
i K

T
2f

)
(P1 + P2)22

×
( m∑

j=1

(λ̄j − λj(k, h + 1))K2f Ēj

)
g(Cx(k, h + 1))|ℵ(k, h)

}

= 2E
{
xT (k, h + 1)CT

[ m∑

i=1

(λi(k, h + 1)ξi(k, h+ 1)− ξ̄iλ̄i)(λ̄i − λi(k, h + 1))ĒT
i K

T
2f

× (P1 + P2)22K2f Ēi

]
g(Cx(k, h + 1))|ℵ(k, h)

}

= 2E
{
xT (k, h + 1)CT

( m∑

i=1

λ̄i(λ̄i − 1)ξ̄iĒ
T
i K

T
2f (P1 + P2)22K2f Ēi

)
g(Cx(k, h+ 1))|ℵ(k, h)

}

= −2E{
m∑

i=1

ι2iη
T (k, h + 1)LT CT

2i(P1 + P2)K2iF(η(k + 1, h), η(k, h + 1))|ℵ(k, h)} (24)

and

E{2ηT (k + 1, h)(∆A1(k, h))
T (P1 + P2)∆G(k, h)F(η(k + 1, h), η(k, h + 1))|ℵ(k, h)}

= 2E
{
xT (k + 1, h)CT

( m∑

i=1

λ̄i(λ̄i − 1)ξ̄iĒ
T
i K

T
1f (P1 + P2)22K1f Ēi

)
g(Cx(k + 1, h))|ℵ(k, h)

}

= −2E{
m∑

i=1

ι2iη
T (k + 1, h)LT CT

1i(P1 + P2)K1iF(η(k + 1, h), η(k, h + 1))|ℵ(k, h)} (25)
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whereι2i = λ̄i(1− λ̄i)ξ̄i. Similarly, it can be obtained that

E{ηT (k + 1, h)(∆A1(k, h))
T (P1 + P2)(∆A1(k, h))η(k + 1, h)|ℵ(k, h)}

= E{xT (k + 1, h)CT

m∑

i=1

(ξi(k + 1, h)λi(k + 1, h) − ξ̄iλ̄i)
2ĒT

i K
T
1f (P1 + P2)22K1f ĒiCx(k + 1, h)|ℵ(k, h)}

= E{xT (k + 1, h)CT

m∑

i=1

(λ̄iσ
2
i − ξ̄2i λ̄

2
i )Ē

T
i K

T
1f (P1 + P2)22K1f ĒiCx(k + 1, h)|ℵ(k, h)}

= E{
m∑

i=1

ι3iη
T (k + 1, h)LT CT

1i(P1 + P2)C1iLη(k + 1, h)|ℵ(k, h)}, (26)

E{ηT (k, h + 1)(∆A2(k, h))
T (P1 + P2)(∆A2(k, h))η(k, h + 1)|ℵ(k, h)}

= E{
m∑

i=1

ι3iη
T (k, h+ 1)LT CT

2i(P1 + P2)C2iLη(k, h + 1)|ℵ(k, h)} (27)

and

E{FT (η(k + 1, h), η(k, h + 1))(∆G(k, h))T (P1 + P2)(∆G(k, h))F(η(k + 1, h), η(k, h + 1))|ℵ(k, h)}

= E

{[
(γ̂(k, h)− γ̄)2fT (x(k + 1, h), x(k, h + 1))GT (P1 + P2)11Gf(x(k + 1, h), x(k, h + 1))

+ 2(γ̂(k, h) − γ̄)fT (x(k + 1, h), x(k, h + 1))GT (P1 + P2)12

×
(
K1f (Λ̄− Λ(k + 1, h))g(Cx(k + 1, h)) +K2f (Λ̄− Λ(k, h + 1))g(Cx(k, h + 1))

)

+
(
K1f (Λ̄− Λ(k + 1, h))g(Cx(k + 1, h)) +K2f (Λ̄− Λ(k, h + 1))g(Cx(k, h + 1))

)T
(P1 + P2)22

×
(
K1f (Λ̄− Λ(k + 1, h))g(Cx(k + 1, h)) +K2f (Λ̄− Λ(k, h + 1))g(Cx(k, h + 1))

)]
|ℵ(k, h)

}

= E

{[
γ̄(1− γ̄)fT (x(k + 1, h), x(k, h + 1))GT (P1 + P2)11Gf(x(k + 1, h), x(k, h + 1))

+ gT (Cx(k + 1, h))(Λ̄ − Λ(k + 1, h))TKT
1f (P1 + P2)22K1f (Λ̄− Λ(k + 1, h))g(Cx(k + 1, h))

+ gT (Cx(k, h+ 1))(Λ̄ − Λ(k, h + 1))TKT
2f (P1 + P2)22K2f (Λ̄− Λ(k, h + 1))g(Cx(k, h + 1))

]
|ℵ(k, h)

}

= E

{[
γ̄(1− γ̄)fT (x(k + 1, h), x(k, h + 1))GT (P1 + P2)11Gf(x(k + 1, h), x(k, h + 1))

+

m∑

i=1

λ̄i(1− λ̄i)g
T (Cx(k + 1, h))ĒT

i K
T
1f (P1 + P2)22K1f Ēig(Cx(k + 1, h))

+

m∑

i=1

λ̄i(1− λ̄i)g
T (Cx(k, h+ 1))ĒT

i K
T
2f (P1 + P2)22K2f Ēig(Cx(k, h+ 1))

]
|ℵ(k, h)

}

= E

{
FT (η(k + 1, h), η(k, h + 1))

[ m∑

i=1

ι1i
(
KT

1i(P1 + P2)K1i +KT
2i(P1 + P2)K2i

)
+G

T (P1 + P2)G
]

×F(η(k + 1, h), η(k, h + 1))|ℵ(k, h)
}

(28)

whereι1i = λ̄i(1− λ̄i) and ι3i = λ̄iσ
2
i − ξ̄2i λ̄

2
i , C1i, C2i, K1i, K2i andG are matrices defined in (13).

On the other hand, it follows from inequality (4) that for anygiven scalarε1 > 0, the following inequality holds:

ε1

(
I1F(η(k + 1, h), η(k, h + 1)) −

(
F11Lη(k + 1, h) + F12Lη(k, h + 1)

))T

×
(
I1F(η(k + 1, h), η(k, h + 1))−

(
F21Lη(k + 1, h) + F22Lη(k, h+ 1)

))
≤ 0. (29)

Similarly, for any given scalarsε2 > 0 andε3 > 0, the condition (11) infers directly the validity of the following
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two inequalities:

ε2

(
I2F(η(k + 1, h), η(k, h + 1))− CLη(k + 1, h)

)T

×
(
I2F(η(k + 1, h), η(k, h + 1)) − SCLη(k + 1, h)

)
≤ 0, (30)

ε3

(
I3F(η(k + 1, h), η(k, h + 1))− CLη(k, h+ 1)

)T

×
(
I3F(η(k + 1, h), η(k, h + 1)) − SCLη(k, h + 1)

)
≤ 0, (31)

where matricesI1, I2 andI3 are defined in (13).

Substituting (24)-(28) into (23), and from inequalities (22), (23), (29)-(31), we have that whenv(k, h) ≡ 0,

J ≤ E{ζT (k, h)
−→
Φ ζ(k, h)|ℵ(k, h)}, (32)

where
−→
Φ = Φ̂ + A T (P1 + P2)A + G̃ (P1 + P2)G̃

T +
2∑

j=1

m∑
i=1

(ι1iC̃ji(P1 + P2)
−1C̃ T

ji + ι4i
−→
C ji(P1 + P2)

−1−→C T
ji)

andζ(k, h) is defined in (12). By the Schur’s lemma [1],
−→
Φ < 0 if the matrix inequality (13) holds, which infers

that there exists a constantµ > 0 such that

E{(V (k + 1, h + 1)−
3∑

i=1

V1i(k + 1, h) −
3∑

j=1

V2j(k, h+ 1))|ℵ(k, h)} ≤ −µ‖η(k, h + 1)‖2. (33)

Taking mathematical expectation on both sides of (33) and summing up both sides of the inequality withk, h

varying from0 to N , we get

N∑

k=0

N∑

h=0

E

{
V (k + 1, h + 1)−

3∑

i=1

V1i(k + 1, h)−
3∑

j=1

V2j(k, h + 1)
}

=

N∑

k=0

3∑

i=1

E{V1i(k + 1, N + 1)− V1i(k + 1, 0)} +
N∑

h=0

3∑

j=1

E{V2j(N + 1, h+ 1)− V2j(0, h + 1)}

≤ −µ

N∑

k=0

N∑

h=0

E{‖η(k, h + 1)‖2}, (34)

where N is a constant integer satisfyingN > max{κ1, κ2} + max{σ2, τ2} with σ2, τ2, κ1 and κ2 defined,

respectively, in (2) and (8). From the above inequality (34), it is not difficult to obtain the following inequality

N∑

k=0

N∑

h=0

E{‖η(k, h + 1)‖2} ≤
1

µ

( N∑

k=0

3∑

i=1

E{V1i(k + 1, 0) − V1i(k + 1, N + 1)}

+

N∑

h=0

3∑

j=1

E{V2j(0, h + 1)− V2j(N + 1, h + 1)}
)

≤
1

µ

( N∑

k=0

3∑

i=1

E{V1i(k + 1, 0)} +
N∑

h=0

3∑

j=1

E{V2j(0, h + 1)}
)
< ∞ (35)

where the last inequality holds under the bounded initial condition (8). From the necessary condition for the

convergent positive series, (35) further means

lim
k+h→∞

E{‖η(k, h)‖} = 0.
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To draw the conclusion that the closed-loop 2-D system (10) with v(k, h) ≡ 0 is globally asymptotically stable

in the mean square, we still need to show that the trivial solution of (10) with v(k, h) ≡ 0 is stable in the mean

square (in the sense of Lyapunov). Taking mathematical expectation on both sides of (33) leads to

E{V (k + 1, h + 1)} ≤ E{V1(k + 1, h) + V2(k, h+ 1))}.

Illuminated by the ideas introduced firstly in [26], the above inequality and the definition ofV (k, h) in (14) infer

that for anyd ≥ N whereN is defined in (34), the following inequality holds:
∑

(k,h)∈N (d+1)

E{V (k, h)} = E{V (d+ 1, 0) + V (d, 1) + . . . + V (1, d) + V (0, d + 1)}

≤ E

{(
V1(d+ 1, 0) + V2(d+ 1, 0)

)
+
(
V1(d, 0) + V2(d− 1, 1)

)
+ . . .

+
(
V1(1, d − 1) + V2(0, d)

)
+
(
V1(0, d + 1) + V2(0, d + 1)

)}

= E

{
V1(d, 0) +

(
V1(d− 1, 1) + V2(d− 1, 1)

)
+ . . .+

(
V1(1, d − 1) + V2(1, d − 1)

)
+ V2(0, d)

}

= E

{(
V1(d, 0) + V2(d, 0)

)
+
(
V1(d− 1, 1) + V2(d− 1, 1)

)
+ . . .

+
(
V1(1, d − 1) + V2(1, d − 1)

)
+
(
V1(0, d) + V2(0, d)

)}

= E{V (d, 0) + V (d− 1, 1) + . . .+ V (1, d − 1) + V (0, d)}

=
∑

(k,h)∈N (d)

E{V (k, h)}, (36)

whereN (d) is defined to be the index set{(k, h)|k + h = d; k, h ∈ N}. It should be noted that when deriving

the third and the forth steps of (36), the initial conditionsϕ(k, h) = 0 for (k, h) ∈ ⌊−σ2, 0⌋ × ⌊κ1 + 1,∞) and

φ(k, h) = 0 for (k, h) ∈ ⌊κ2 +1,∞)×⌊−τ2, 0⌋ in (8) have been utilized. For any given scalarε̃ > 0, by resorting

to the boundary initial condition (8), there must exist one small scalarδ ∈ (0, ε̃) such that

max
d∈⌊0,N⌋

∑

(k,h)∈N (d)

E{V (k, h)} ≤ ε̃2

whenever‖ϕ(k, h)‖ ≤ δ for (k, h) ∈ ⌊−σ2, 0⌋ × ⌊0, κ1⌋ and‖φ(k, h)‖ ≤ δ for (k, h) ∈ ⌊0, κ2⌋ × ⌊−τ2, 0⌋ in (8).

This together with (36) guarantee that the closed-loop system (10) withv(k, h) ≡ 0 is stable in the mean square.

From Definition 1, we know that the closed-loop 2-D system (10) with v(k, h) ≡ 0 is globally asymptotically stable

in the mean square.

Let us now deal with theH∞ performance for the closed-loop 2-D system (10). In the following, assume that

in (8) ϕ(·, ·) ≡ 0 andφ(·, ·) ≡ 0. Consider the index as follows:

J̃ := J + E{(z̃T (k, h)z̃(k, h) − γ2ṽT (k, h)ṽ(k, h))|ℵ(k, h)}, (37)

wherez̃(k, h) = (zT (k+1, h) zT (k, h+1))T , ṽ(k, h) = (vT (k+ 1, h) vT (k, h+ 1))T andJ is defined in (15).

Computing the indexJ̃ along the solutions of the closed-loop system (10), we have

J̃ ≤E

{[
ζT (k, h)

−→
Φ ζ(k, h) + vT (k + 1, h)ET

1 (P1 + P2)E1v(k + 1, h) + vT (k, h + 1)ET
2 (P1 + P2)E2v(k, h + 1)

+ 2vT (k + 1, h)ET
1 (P1 + P2)E2v(k, h + 1) + 2YT (k, h)(P1 + P2)(E1v(k + 1, h) + E2v(k, h+ 1))

+ ηT (k + 1, h)WTWη(k + 1, h) + 2ηT (k + 1, h)WTM2v(k + 1, h) + vT (k + 1, h)MT
2 M2v(k + 1, h)

+ ηT (k, h + 1)WTWη(k, h + 1) + 2ηT (k, h+ 1)WTM2v(k, h + 1) + vT (k, h+ 1)MT
2 M2v(k, h + 1)

− γ2vT (k + 1, h)v(k + 1, h) − γ2vT (k, h + 1)v(k, h + 1)
]
|ℵ(k, h)

}

=E{ζ̄T (k, h)Φ̃ζ̄(k, h)|ℵ(k, h)}, (38)
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whereζ̄(k, h) = (ζT (k, h) vT (k+1, h) vT (k, h+1))T and matrixΦ̃ is defined in (13). The condition (13) assures

that for all ζ̄(k, h) 6= 0, J̃ < 0, i.e.,

E{V (k + 1, h + 1)|ℵ(k, h)} <E{[(V1(k + 1, h) + V2(k, h+ 1))− (‖z(k + 1, h)‖2 + ‖z(k, h + 1)‖2)

+ γ2(‖v(k + 1, h)‖2 + ‖v(k, h + 1)‖2)]|ℵ(k, h)}.

Taking mathematical expectation on both sides of the above inequality, we have the validity of the followingk+2

inequalities:

E{V (k + 1, 0)} =E{V1(k + 1, 0) + V2(k + 1, 0)},

E{V (k, 1)} ≤E{(V1(k, 0) + V2(k − 1, 1)) − (‖z(k, 0)‖2 + ‖z(k − 1, 1)‖2) + γ2(‖v(k, 0)‖2 + ‖v(k − 1, 1)‖2)},

E{V (k − 1, 2)} ≤E{(V1(k − 1, 1) + V2(k − 2, 2)) − (‖z(k − 1, 1)‖2 + ‖z(k − 2, 2)‖2)

+ γ2(‖v(k − 1, 1)‖2 + ‖v(k − 2, 2)‖2)},

...

E{V (2, k − 1)} ≤E{(V1(2, k − 2) + V2(1, k − 1))− (‖z(2, k − 2)‖2 + ‖z(1, k − 1)‖2)

+ γ2(‖v(2, k − 2)‖2 + ‖v(1, k − 1)‖2)},

E{V (1, k)} ≤E{(V1(1, k − 1) + V2(0, k)) − (‖z(1, k − 1)‖2 + ‖z(0, k)‖2) + γ2(‖v(1, k − 1)‖2 + ‖v(0, k)‖2)},

E{V (0, k + 1)} =E{V1(0, k + 1) + V2(0, k + 1)}.

Adding up both sides of the above inequalities and considering the zero-initial boundary condition, we obtain

k+1∑

j=0

E{V (k + 1− j, j)} ≤E{V2(k + 1, 0) + V1(k, 0)} +
k−1∑

j=1

E{V (k − j, j)} + E{V1(0, k + 1) + V2(0, k)}

+ E{V1(k + 1, 0) + V2(0, k + 1)} − E{2
k−1∑

j=1

‖z(k − j, j)‖2 + ‖z(k, 0)‖2 + ‖z(0, k)‖2}

+ γ2E{2
k−1∑

j=1

‖v(k − j, j)‖2 + ‖v(k, 0)‖2 + ‖v(0, k)‖2}

=

k∑

j=0

E{V (k − j, j)} − E{2
k∑

j=0

‖z(k − j, j)‖2 − ‖z(k, 0)‖2 − ‖z(0, k)‖2}

+ γ2E{2
k∑

j=0

‖v(k − j, j)‖2 − ‖v(k, 0)‖2 − ‖v(0, k)‖2}, (39)

which leads to the following inequality:

N1∑

k=0

k∑

j=0

E{‖z(k − j, j)‖2} −
1

2

N1∑

k=0

E{‖z(k, 0)‖2} −
1

2

N1∑

k=0

E{‖z(0, k)‖2}

≤
N1∑

k=0

k∑

j=0

E{V (k − j, j)} −
N1∑

k=0

k+1∑

j=0

E{V (k + 1− j, j)}

+ γ2
( N1∑

k=0

k∑

j=0

E{‖v(k − j, j)‖2} −
1

2

N1∑

k=0

E{‖v(k, 0)‖2} −
1

2

N1∑

k=0

E{‖v(0, k)‖2}
)
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= V (0, 0) −
N1+1∑

j=0

E{V (N1 + 1− j, j)}

+ γ2
( N1∑

k=0

k∑

j=0

E{‖v(k − j, j)‖2} −
1

2

N1∑

k=0

E{‖v(k, 0)‖2} −
1

2

N1∑

k=0

E{‖v(0, k)‖2}
)

≤ γ2
( N1∑

k=0

k∑

j=0

E{‖v(k − j, j)‖2} −
1

2

N1∑

k=0

E{‖v(k, 0)‖2} −
1

2

N1∑

k=0

E{‖v(0, k)‖2}
)
,

whereN1 ∈ N. Subsequently, by lettingN1 → ∞, one has
∞∑

h=0

∞∑

k=0

E{‖z(k, h)‖2} −
1

2

∞∑

k=0

E{‖z(k, 0)‖2)} −
1

2

∞∑

h=0

E{‖z(0, h)‖2)}

≤ γ2
{ ∞∑

h=0

∞∑

k=0

E{‖v(k, h)‖2} −
1

2

∞∑

k=0

E{‖v(k, 0)‖2)} −
1

2

∞∑

h=0

E{‖v(0, h)‖2)}
}
,

or equivalently,

‖z‖22 ≤ γ2‖v‖22,

which completes the proof of Theorem 1.

Remark 3: It is well known that Lyapunov function and the relating Lyapunov stability theory are always utilized

when investigating the 1-D dynamical systems. When referring to the 2-D time-delay system (10) which evolves

in two independent directions, an energy-like functionV (k, h) in the form of (14) is constructed here firstly, and

then an indexJ based on this defined quadratic function is introduced in (15), which is just in the role of the

difference of the Lyapunov function when studying the 1-D systems. The main work in Theorem 1 is to find some

sufficient conditions under which the indexJ is negative along the trajectories of the 2-D system (10). Itis further

shown in Theorem 1 that such kind of negativeness guaranteesthe global asymptotic stability for the 2-D system

(10) in the mean square sense.

After establishing the analysis result, we are now in a position to solve the output-feedback controller design

problem for the system (10).

Theorem 2:For the givenH∞ performance levelγ > 0, the closed-loop 2-D system (10) is globally asymptoti-

cally stable in the mean square with disturbance attenuation levelγ if there exist matricesPi > 0, Qi > 0, X > 0,

Aif , Kif , Hf (i = 1, 2) and positive scalarsεj (j = 1, 2, 3) such that the following matrix inequalities hold:

(P1 + P2)X = I and Ψ :=




Φ W1 W2 Ψ14

∗ −I 0 0

∗ ∗ −I 0

∗ ∗ ∗ Ψ44


 < 0, (40)

whereΨ44 = diag(1, ι1, ι1, ι4, ι4, 1)⊗ (−X ),

Ψ14 = [A T
E C

(1)
11 . . . C

(1)
1m C

(1)
21 . . . C

(1)
2m C

(2)
11 . . . C

(2)
1m C

(2)
21 . . . C

(2)
2m G ]

with ι1 = diag(1/ι11, 1/ι12, . . . , 1/ι1m), ι4 = diag(1/ι41, 1/ι42, . . . , 1/ι4m),

C
(1)
1i =

[
ξ̄iC1iL 0 0 0 −K1i 0 0

]T
, C

(1)
2i =

[
0 ξ̄iC2iL 0 0 −K2i 0 0

]T
,

C
(2)
1i =

[
C1iL 0 0 0 0 0 0

]T
, C

(2)
2i =

[
0 C2iL 0 0 0 0 0

]T
; (i = 1, 2, . . . ,m)

and the other symbols are the same as defined in Theorem 1.
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Proof: With the first equality in (40), it is known thatX = (P1+P2)
−1. From this fact and the Schur’s lemma

[1], it is easy to find that the second inequality in condition(40) is equivalent to that of (13) in Theorem 1 which

further infers the validity of Theorem 2.

Theorem 3:For the givenH∞ performance levelγ > 0, the closed-loop 2-D system (10) is globally asymptot-

ically stable in the mean square with disturbance attenuation levelγ if there exist matricesY > 0, Qi > 0, H̃,

Ãi, K̃i (i = 1, 2), and positive scalarsεj (j = 1, 2, 3) such that for the given matrixX > 0, the following matrix

inequality holds:

Ψ :=




Ψ11 W 1 W 2 Ψ14

∗ −I 0 0

∗ ∗ −I 0

∗ ∗ ∗ Ψ44


 < 0, (41)

whereΨ44 = diag(12 ,
1
2ι1,

1
2ι1,

1
2ι4,

1
2ι4,

1
2)⊗ (−Y ),

W 1 =
[
W 0 0 0 0 M2 0

]T
, W 2 =

[
0 W 0 0 0 0 M2

]T
,

Y =

[
X I

I Y

]
, Ψ11 =




Θ 0 0

∗ −γ2I 0

∗ ∗ −γ2I


 , Θ =




Θ11 Θ12 0 0 Θ15

∗ Θ22 0 0 Θ25

∗ ∗ −Q1 0 0

∗ ∗ ∗ −Q2 0

∗ ∗ ∗ ∗ Θ55



,

Ψ14 = [A
T

E C
(1)
11 . . . C

(1)
1m C

(1)
21 . . . C

(1)
2m C

(2)
11 . . . C

(2)
1m C

(2)
21 . . . C

(2)
2m G ],

C
(1)
1i =

[
ξ̄iC1i 0 0 0 −K1i 0 0

]T
, C

(1)
2i =

[
0 ξ̄iC2i 0 0 −K2i 0 0

]T
,

C
(2)
1i =

[
C1i 0 0 0 0 0 0

]T
, C

(2)
2i =

[
0 C2i 0 0 0 0 0

]T
,

G =
[
0 0 0 0 G 0 0

]T
, A E =

[
A1 A2 D1 D2 G E1 E2

]

with

W =
[
W1X +W2H̃ W1

]
, C1i =

[
0 0

K̃1ĒiCX K̃1ĒiC

]
, C2i =

[
0 0

K̃2ĒiCX K̃2ĒiC

]
,

K1i =

[
0 0 0

0 K̃1Ēi 0

]
, K2i =

[
0 0 0

0 0 K̃2Ēi

]
, G =

√
γ̄(1− γ̄)

[
G 0 0

Y G 0 0

]
,

A1 =

[
A1X +B1H̃ A1

Ã1 Y A1 + K̃1Ξ̄Λ̄C

]
, D1 =

[
D1X D1

Y D1X YD1

]
, E1 =

[
E1

Y E1 + K̃1M1

]
,

A2 =

[
A2X +B2H̃ A2

Ã2 Y A2 + K̃2Ξ̄Λ̄C

]
, D2 =

[
D2X D2

Y D2X YD2

]
, E2 =

[
E2

Y E2 + K̃2M1

]
,

G =

[
γ̄G 0 0

γ̄Y G K̃1(I − Λ̄) K̃2(I − Λ̄)

]
,

and

Θ11 = (τ2 − τ1 + 1)Q1 − Y − ε2

[
XCTSCX XCTSC

CTSCX CTSC

]
−

ε1
2

[
X

I

]
(F T

11F21 + F T
21F11)

[
X I

]
,
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Θ22 = (σ2 − σ1 + 1)Q2 − Y − ε3

[
XCTSCX XCTSC

CTSCX CTSC

]
−

ε1
2

[
X

I

]
(F T

12F22 + F T
22F12)

[
X I

]
,

Θ12 = −
ε1
2

[
X

I

]
(F T

11F22 + F T
21F12)

[
X I

]
, Θ15 =

ε1
2

[
X

I

]
(F T

11 + F T
21)I1 +

ε2
2

[
X

I

]
CT (I + S)I2,

Θ25 =
ε1
2

[
X

I

]
(F T

12 + F T
22)I1 +

ε3
2

[
X

I

]
CT (I + S)I3, Θ55 = −ε1I

T
1 I1 − ε2I

T
2 I2 − ε3I

T
3 I3,

and the other symbols are the same as defined in Theorem 1 and Theorem 2. Moreover, the controller parameters

in (9) can be designed as follows:

Aif = T−1(Ãi − Y AiX − K̃iΞ̄Λ̄CX − Y BiH̃)R−T , Kif = T−1K̃i, Hf = H̃R−T (i = 1, 2) (42)

in which R andT are any nonsingular matrices satisfying the following equality:

TRT = I − Y X. (43)

Proof: From the definition of matrixY and the condition (41), it is guaranteed thatI − Y X is nonsingular

which further infers the existence of nonsingular matricesR andT satisfying (43). Define two nonsingular matrices

Γ1 andΓ2 as follows:

Γ1 =

[
X I

RT 0

]
, Γ2 =

[
I Y

0 T T

]
.

By taking matricesP1 andP2 in Theorem 2 asP1 = P2 = P with P = Γ−T
1 Y Γ−1

1 , we get that the matrixX in

(40) has the formX = 1
2P

−1 = 1
2Γ

−T
2 Y Γ−1

2 . Performing a congruence transformation to the inequalityin (40) by

block diagonal matrixdiag(I4 ⊗ Γ1, I, I2 ⊗ I, I2 ⊗ I,Γ2, I4m ⊗ Γ2,Γ2), and then takingQi = ΓT
1QiΓ1 (i = 1, 2),

after some tedious computation, we will get the inequality in (41) by just noticing that the equalities in (42) are

equivalent to the fact that

H̃ = HfR
T , Ãi = Y AiX + TKif Ξ̄Λ̄CX + Y BiHfR

T + TAifR
T , K̃i = TKif (i = 1, 2).

It follows immediately from Theorem 2 that the closed-loop 2-D system (10) is globally asymptotically stable in

the mean square with disturbance attenuation levelγ, and the proof of this theorem is complete.

Remark 4:Two kinds of design schemes are given in Theorem 2 and Theorem3, respectively, for the output-

feedback controller parameters of (9). Compared with Theorem 3, by noticing the first equality constraint in (40),

the conditions presented in Theorem 2 are not strict linear matrix inequalities (LMIs), and hence cannot be solved

directly by the convex optimization algorithm. However, byresorting to the cone complementary linearization (CCL)

method [14] and the sequential linear programming matrix method (SLPMM) [22], such kind of difficulty can be

overcome effectively. To further deal with such a non-convex problem, we have enforced slight restriction on the

matricesP1 andP2 (i.e., P1 = P2) and, accordingly, the conditions in (41) of Theorem 3 are now strict LMIs

which can be solved directly and effectively by the Matlab LMI Toolbox.

Remark 5: In this paper, theH∞ output-feedback control problem is investigated for a class of two-dimensional

(2-D) nonlinear systems with RONs and time-varying delays under imperfect measurements including ROSSs and

missing data. The main novelty lies in that 1) the proposed 2-D system is general enough to model the phenomena

of RONs, ROSSs and missing measurements; 2) a new energy-like quadratic function is employed to analyze the

system stability and performance; and 3) intensive stochastic analysis is conducted to enforce theH∞ performance

for the addressed comprehensive systems in addition to the stochastic stability constraint. It should be pointed

out that the main results established in Theorem 2 and Theorem 3 contain all the information about the system
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parameters, the occurring probabilities of RONs, ROSSs andmissing measurements, as well as the bounds of the

time-varying delays.

IV. I LLUSTRATIVE EXAMPLES

In this section, an illustrative example is given to demonstrate the effectiveness of the proposed output-feedback

control design schemes.

Consider the 2-D time-delay model (1) with system parameters as follows:

A1 =




0.2 0.025 0

−0.005 0.1 0.15

0.05 −0.25 0.1


 , A2 =




0.1 0.105 0.055

0.155 0 −0.15

0.25 −0.1 −0.2


 , B1 =




0.04 0

−0.02 0.04

0.02 0


 ,

D1 =




0.0504 0.036 0.09

0.072 0.036 0

−0.072 0.018 0


 , D2 =




0.036 0.0612 0.036

0 0.072 0.0468

0.0348 0.036 0.0864


 , B2 =




0.06 0.04

0.02 0.04

0 0.02


 ,

G =




−0.01 0.11 0.2

0 −0.3 0.5

0.4 −0.2 0.3


 , E1 =




0.1

0.1

0.04


 , E2 =




0.04

0.2

−0.06


 , C =

[
0.02 0.04 0.06

0.06 0.08 0.04

]
,

M1 =

[
0.12

0.08

]
, W1 =

[
0.02 −0.06 0.08

]
, W2 =

[
0.14 0.06

]
, M2 =

[
0.1320

]
.

The time-varying delays in the horizontal direction and thevertical direction are, respectively,σ(k) = 3 +

4| sin(k2π)| and τ(h) = 4 + 2| cos(h2π)|. Obviously, the upper (lower) bounds of the time-varying delays are

σ2 = 7, σ1 = 2, τ2 = 6 and τ1 = 3. The nonlinear functionf(·, ·) occurs with a probabilitȳγ = 0.68 and it is

in the form off(u, v) = (f1(u1, v1), f2(u2, v2), f3(u3, v3))
T with u = (u1, u2, u3)

T ∈ R
3, v = (v1, v2, v3)

T ∈ R
3,

f1(u1, v1) = 0.2u1+tanh(0.04u1)+0.2v1−tanh(0.1v1), f2(u2, v2) = 0.2u2−tanh(0.1u2)+0.2v2+tanh(0.04v2)

andf3(u3, v3) = 0.1u3 + tanh(0.05u3) + 0.2v3 + tanh(0.04v3). It can be shown thatf(·, ·) satisfies the condition

(4) with

F1 =




0.2 0 0 0.1 0 0

0 0.1 0 0 0.2 0

0 0 0.1 0 0 0.2


 , F2 =




0.24 0 0 0.2 0 0

0 0.2 0 0 0.24 0

0 0 0.15 0 0 0.24


 .

The other related data accounting for the ROSSs and the missing measurements are taken to beλ̄1 = 0.7, λ̄2 = 0.8,

ξ̄1 = 0.86, ξ̄2 = 0.76, σ2
1 = 0.8 andσ2

2 = 0.66. The saturation level vectorwmax for the saturation functiong(·) is

taken to be(6, 8)T . In this paper the saturation function is assumed to satisfycondition (11) withS = diag(0.1, 0.2).

With the parameters given above, we aim to design an output-feedback controller (9) for the 2-D time-delay

system (1) such that the closed-loop 2-D system (10) is globally asymptotically stable in the mean square with a

givenH∞ disturbance attenuation levelγ. In the following, let theH∞ performance levelγ = 0.8 and the matrix

X = diag(1.7, 1.2, 1.6) in Theorem 3, by solving the matrix inequality (41) via Matlab Toolbox, we can obtain

a feasible solution as follows (for space consideration, only part of the solution is listed here):ε1 = 20.9901,

ε2 = 24.2991, ε3 = 20.1111,

Ã1 =




0.1289 −0.0369 −0.0512

−0.0020 0.1850 0.0419

−0.1576 −0.1152 0.0146


 , Ã2 =




0.0315 −0.0136 0.0720

0.0911 0.1002 −0.2984

0.0238 0.0291 −0.1763


 ,
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Fig. 1. State trajectoryx1(k, h) of the controlled system (1).
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Fig. 2. State trajectoryx2(k, h) of the controlled system (1).

K̃1 =




0.4095 −2.5345

−1.1643 −1.2066

−0.6595 1.4734


 , K̃2 =




0.7722 −2.6675

−2.5481 0.3004

1.3063 0.1409


 ,

H̃ =

[
−0.2727 −0.7414 −0.4222

−4.6907 1.8610 −0.1680

]
, Y =




2.2708 −0.8335 −0.2343

−0.8335 2.6414 −0.4427

−0.2343 −0.4427 1.7706


 .

To design the specific output-feedback controller (9), decomposing the matrixI − Y X shown in (43) with the

nonsingular matricesT andR as

T =




1.6667 −0.4294 −0.1430

−0.4294 1.9135 −0.2381

−0.1430 −0.2381 1.4797


 , R =




−1.5965 0.4046 0.1800

0.3554 −1.0257 0.2283

0.1927 0.2669 −1.1771


 ;

then the output-feedback controller gains in (9) can be designed as follows according to (42):

A1f =




0.1518 −0.0710 −0.0861

−0.1894 0.1195 0.1801

0.0868 −0.2481 0.0759


 , A2f =




−0.1035 0.0818 0.0869

−0.0747 −0.1155 −0.2214

0.1897 −0.0879 −0.1337


 ,

K1f =




0.0254 −1.7011

−0.6714 −0.9274

−0.5513 0.6821


 , K2f =




0.2166 −1.6686

−1.1945 −0.2303

0.7115 −0.1031


 ,

Hf =

[
0.5145 1.0527 0.6816

2.7967 −0.7495 0.4306

]
.

It follows immediately from Theorem 3 that the 2-D time-delay system (1) with parameters given above is globally

asymptotically stable in the mean square with a givenH∞ disturbance attenuation level0.8, if cooperated with the

output-feedback controller (9) with controller gains designed as above. Moreover, by resorting to the Matlab LMI

toolbox, it is obtained that the minimumH∞ performance levelγ can be taken asγ∗ = 0.4924.

By taking the initial boundary conditionx(k, h) of the time-delay 2-D system (1) to be(0.15 tanh(k+8) sin(h+

7),−0.2 tanh(k+8) cos(h+7), 0.16 tanh(k+8) sin(h+7))T for (k, h) ∈ ⌊−7, 0⌋×⌊1, 14⌋, (0.15 cos(k+8) coth(h+
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Fig. 3. State trajectoryx3(k, h) of the controlled system (1).
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Fig. 4. Exogenous disturbance inputv(k, h) of system (1).

7), 0.18 cot(k+8) sin(h+7),−0.2 cos(k+8) coth(h+7))T for (k, h) ∈ ⌊1, 13⌋×⌊−6, 0⌋, (−0.012, 0.06, 0.036)T

for (k, h) = (0, 0), and (0, 0, 0)T for (k, h) ∈ ⌊−7, 0⌋ × ⌊15,∞) ∪ ⌊14,∞) × ⌊−6, 0⌋. With the output-feedback

controller gains designed as above, the state trajectoriesof the closed-loop system (10) are given in Figs. 1-3. It

can be seen from Figs. 1-3 that the time-delay 2-D system (1) under control without exogenous disturbance input

is globally asymptotically stable in the mean square.

Furthermore, let the exogenous disturbance inputv(k, h) be sin((k+8)(h+7)) for (k, h) ∈ ⌊0, 24⌋×⌊0, 25⌋ and

0 otherwise which have been explicitly shown in Fig. 4. Under the zero-initial condition, the dynamical behavior

of the controlled outputz(k, h) of the time-delay 2-D system (1) is presented in Fig. 5 which further demonstrate

the effectiveness of the design scheme proposed here.

V. CONCLUSIONS

This paper has investigated theH∞ output-feedback control problem for the time-delay 2-D systems. Three

sets of random variables have been introduced, respectively, to account for the phenomena of randomly occurring

nonlinearities (RONs), missing measurements as well as randomly occurring sensor saturations (ROSSs). First, by

resorting to an energy-like index and the intensive stochastic analysis, sufficient criteria have been given which

guarantee the closed-loop 2-D system to be globally asymptotically stable in the mean square with an givenH∞

disturbance attenuation level. Then, two kinds of design schemes have been proposed separately which depend on

the explicit solutions of certain matrix inequalities. A numerical example has also been given in the end of the

paper to demonstrate the effectiveness of the proposed design schemes.
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