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#### Abstract

Airport operation level of service (LOS) and performance management are among the major concerns by any airport authority. Two aspects considered in that kind of measurement: passengers prospective and operators prospective. This thesis tries to combine both in its produced optimisation system. This study was carried out in the Hajj terminal of the King Abdul-Aziz international airport and classified the processing time among the most important measures affecting the users' observation of the level of service.

Produced survey has helped to generate performance measure upon passengers prospective. On the other hand a simulation model of the process flow is utilised to formulate driven data model of the terminal process flow operations. The model built on Arena software and correlation study is made from the multiple "what if" scenarios of the model. Then a linear regression is used to generate a model for each variable. Levenberg-Marquardt (LM) algorithm is used after to carry out better regression model then Neuro-Fuzzy (NF) model found to be more efficient as it is picked and used to generate a best observed prediction.

The system is optimised through the generated Neuro-Fuzzy (NF) logic model using both Particle Swarm Optimization (PSO) and Genetic Algorithm (GA). A validation in addition to the testing made in the optimisation system.

Analysis shows a great deal of improvement in predictions using fuzzy logic instead of linear regression for all dependent variables. PSO and GA optimisations are carried out and compared to the actual results gathered from the Arena simulation report.
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## Chapter 1 Introduction

### 1.1 Introduction

Air travellers worldwide are facing several uncomfortable procedures in airports due to the heavy utilisation of the airports as well as for security reasons (siemens.com, 2011). Overcrowding in airports is not the only problem according to airport operators, as keeping up with improvements in the airport's set-up and actual development is a key interest.

Airport operation is one of the highly focused aspects of the airport terminal performance which is handled by the airport authority or operators. Some measures are stated to be a condition of continuation of handling the operation in the future given mostly by government aviation agencies such as GACA - the General Authority of Civil Aviation. On the other hand, some benchmarks (gaca.gov.sa n.d.) are set by the operator company or associated company to promote a high level of service, which can lead to operations in other airports, even internationally (e.g. Aéroports de Paris or ADP operates Marsa Alam International Airport in Marsa Alam, Egypt in addition to airports in France and other countries).

Performance studies in this area have mostly focused on two types of research: encounter experience that is observed by the client while the other is based on simulating the environment of the airport terminal. Both types have been considered in this research. High accuracy mathematical modelling is used to define a base to allow optimisation of the analysis. This can deliver a motive why the Hajj terminal in Saudi Arabia should be studied, since it is recognised to be the fourth biggest terminal with an area of $465,000 \mathrm{~m}^{2}$ (aviationsafety.net, 2013; gc.kls2.com, 2006; worldaerodata.com, n.d.; siemens.com, 2011). Keeping the operation running efficiently involves cautious planning, which is the role of the airport operator according to the British Airports Authority (BAA) Operational Research group (modelco.net, n.d.).

### 1.2 Motivations

The development of measures for airport passenger terminals' operation has been one of the major issues for airport agencies for decades (Correia, 2008). This has motivated research by aviation related agencies, as well as the Federal Aviation Administration - FAA (Transportation Research Board, 1987; Airports Council International, 2000; Transport

Canada, 1979). The simulation itself has a high impact on decision making which is a motivation to adopt it as the key tool in this thesis (Hollocks, 1995).

However there is a limitation which motivated this research to facilitate a base to validate real time modelling like accurate arrival of planes on a certain time prior an event like Hajj or exact time consumed queuing time then performance measures that can be adopted in many contexts and incidents such as London Heathrow during the Olympics or the Hajj terminal during pilgrimage season. That can lead to predictions of performance by offering a model of optimisation systems for certain allocations and configurations of the airport terminal. Improving the passenger's flow process lead to have higher level of passenger satisfaction, which benefits airlines as client of the terminal operator who gains higher level of performance and reputation (see figure 1.1).


Figure 1.1 Research motivations

### 1.3 The Airport

The King Abdul-Aziz International Airport (KAIA) was the first international airport established in the Kingdom of Saudi Arabia. It is positioned north of Jeddah city in the west region of the Kingdom and contains four terminals (North, South, Hajj, and VIP). Initially, the North terminal operates flights of all international foreign airlines excluding flights in the Hajj period which are handled in the Hajj terminal. The South terminal is used by local airlines such as NAS and Saudi Arabian Airlines (see figure 1.2).


Figure 1.2 Hajj terminal with full 10 modules only five of them running (ppmdc.com.sa 2014).

The Hajj terminal has been handled by the Ports Projects Management \& Development Company (PPMDC) on a Build, Transfer and Operate (B.T.O.) agreement with the General Authority of Civil Aviation for two decades, and it also covers five running modules. The five modules are colour coded and start from the aircraft PBB (Passengers Boarding Bridges) up to the passenger bus pick up area outside the terminal (V.V.), and for pilgrims the easy reference and guidance is illustrated in Figure 1.3.


Figure 1.3 Google earth view of the Hajj terminal, showing the 5 running modules in the east portion of the Hajj terminal complex.

The east part of the Hajj complex holds five modules called A, B, C, D, and E. A total of ten PBBs (passengers' boarding bridges) connect the aircraft and alighted passengers to the ten passenger lounges positioned on the first floor of the terminal building. Moreover, four lounges are accessible on the ground floor for arriving/departing individuals conveyed by buses to/from the airplanes which are parked in remote areas. Module C (ground floor) is reserved for controlling the check-in of departing individuals and is well-appointed with 58 check-in counters and a baggage handling system (BHS).

Furthermore, ten baggage conveyer belts, with movable check-in counters, are accessible in modules A, B, D and E (20 counters at each module). The ten belts are used for both departure and arrival baggage, but the check-in counters are utilised only for departure processing. The terminal has 114 passport checking counters which are spread over four sites, with the capabilities of ( $48,48,18$, and 18 counters) presented in Figure 1.4. Sixteen customs counters are located at the exit of the four modules A, B, D and E (four check points at each location) (Gronfula, 2009).


Figure 1.4 Ground floor of the Hajj terminal shows the five different modules (ppmdc.com.sa 2014).

The jet-parking apron at the complex holds ten parking inlets with ten PBB which will attach the airplane with the ten lounges positioned on the first floor of the terminal (as shown in Figure 1.5). The jet-ways and lounges are secured and managed by the Royal Saudi Air Force (R.S.A.F).


Figure 1.5 First floor in Hajj terminal and its jet-ways and lounges (ppmdc.com.sa 2014).

### 1.3.1 The Passenger Flow

There are two passenger flow process structures, the first is arrival passenger flow and the second is for departure. Contrasting with any other terminal, this terminal has two entirely distinguished stages; the first utilises only the arrival structure (named the arrival phase) and begins a month prior the Hajj, which is defined by the Hijri Islamic lunar calendar.

Yearly, the Saudi government distributes a circular to all airlines declaring the $8^{\text {th }}$ of Dhu alHijjah month as the last day of this stage. After Hajj is performed which usually takes four days, the departure period begins. These four days act as a switch-over period where the
airport terminal arranges all of their required modifications and prepares for the departure phase, with planning and considering all the factors which have an impact on the flow (Gronfula, 2009).

### 1.3.2 Passenger Process Flow and Airport Operation

Passenger flow can be described by looking at the daily operations which occur in the busiest terminals, with about 100,000 movements registered during summer days, which means an aircraft takes off or lands every half a minute. After the gate opening announcement of a flight by its number, a family organise their belongings and make their way to the gate. In another part of the airport, a group of travellers from a school arrive at the terminal and wait at the passport check points to have their passports stamped. In a different place, a woman gathers her bag from baggage claim and checks it in customs. As mentioned before, this is a role for the terminal operators to manage or perform. For example, BAA owns and functions seven airports in Britain: Heathrow, Edinburgh, Aberdeen, Glasgow, Gatwick, Stansted, and Southampton, as well as Naples International Airport in Italy and three terminals in the states: Baltimore-Washington Airport, Boston (Logan) Airport, and Pittsburgh Airport (heathrowairport.com, n.d.). Aéroports de Paris on the other hand is the airport authority that owns and operates the 14 airports and airfields in France (aeroportsdeparis.fr, n.d.). Fraport AG is another significant enterprise which processes Frankfurt International Airport and has shares in 11 other international airport's terminals, and a couple of these are in the Kingdom of Saudi Arabia (fraport.com, n.d.).

### 1.3.3 Airport Operator Companies

BAA classifies itself by saying "We operate our airports in a way that seeks to meet the needs of passengers and airlines while at the same time providing an appropriate return on investment" - a description which has three main parts: 1) airport amenities, 2) different passengers' requirements, and 3 ) air carriers (heathrowairport.com, n.d.).

### 1.3.4 PPMDC Operations

New expertise and processes are deployed to service Hajj and the travellers who land at the Hajj terminal in KAIA, from the time they reach the jet-bridge to the baggage claim area using visual guidance structure, by utilising a well-defined flight information system.

### 1.3.5 Vision

PPMDC has the vision "To become the leading port management and development company in the region while managing the flow of people smoothly and with exceptional service, always insuring both their safety and comfort " (ppmdc.com.sa, 2014).

### 1.3.6 Mission

"PPMDC will establish benchmarks for border ports, seaports and airports by establishing first rate services and operational excellence to ensure all people and cargo move smoothly. This will be done through our professional team expertise and partnerships with all stakeholders to meet and exceed all requirements and expectations (ppmdc.com.sa, 2014)".

The PPMDC was introduced as the first in Saudi airport operation with French experience, which was grown from their associates Aéroports de Paris who qualified all PPMDC employees in the initial phases when the company was established. Since 2007, PPMDC earned a 20 year managing contract of the Hajj terminal as part of the Saudi privatization strategy to guarantee an enhanced level of service and found a new standard of customer orientation in that specific field. The training contained two parts: managerial and key operational jobs.

The company, exposed to such distinctive practices as the Hajj terminal, has a unique passenger flow unlike any other international airport terminals, and was designed by engineer M. Othman, the CEO of PPMDC. The administration of the company includes twelve officers who started to gain knowledge over how to run such a terminal devoted for Hajj. The scheme that the company proposed is centred on visual contact and guidance for travellers "hajjis"; therefore, with passengers with diverse nationalities and speaking diverse languages, the simplest approach is to lead them through using colours; each starts from the beginning of their journey until the end as illustrated in figure 1.6.


Figure 1.6 The design that the company is offering, based on visual contact and guidance for passengers through different colours (ppmdc.com.sa 2014).

This terminal can accommodate ten aircraft simultaneously through utilisation of jet-ways which are compatible with the new Airbus 380. In addition to that, the PPMDC has a Build Transfer Operate (BTO) contract with the Government.

### 1.3.7 PPMDC standards

Standards have been assigned to guarantee a sustainable investment that will benefit all concerned by enhancing the level of service with high utilization by several associations, and those are:

## - King Abdul-Aziz International Airport (KAIA)

King Abdul-Aziz International Airport Authority belongs to GACA and is accountable for all terminal services delegated to operators, to improve the function of the airport facilities.

## - General Authority of Civil Aviation (GACA)

The GACA is a governmental sector which is accountable for managing many tasks and duties in the aviation domain, air carriers and airports, such as configuring, supervising, functioning, and sustaining the civil airfields in Saudi Arabia. Likewise, they need to manage the air navigation system, and support it with the appropriate navigational systems.

## - The Saudi Arabian General Investment Authority (SAGIA)

SAGIA is responsible for administration of any investment in the Kingdom. Its objective is to attain a sustainable economic development by generating a probusiness environment, delivering essential services to investors, and elaborating investment opportunities in significant segments of the economy, including energy, transportation, and ICT.

## - International Finance Corporation (IFC)

This is the world's biggest multilateral source of finance for private sector projects in developing nations. It serves to back supportable private investment in developing countries in order to develop human's lives. The IFC is one of the associations of the World Bank Group and its headquarters are located in Washington D.C.

### 1.4 Aim and Objectives

The aim of this thesis is to develop an optimisation system to improve the performance of airport terminal operations.

In order to achieve this aim, a simulation model of the airport is developed which is used to test different optimisation regimes and scenarios. The objectives appointed to develop a model of the airport are defined as follows:

1. Literature and state of the art of terminal performance development by looking at level of service assessment in the aviation field and simulation methodologies.
2. Develop a survey questionnaire to allow LOS assessment of the airport terminal.
3. Collect data from both ends: passengers and the airport operator, either from a data sheet or from the survey carried out.
4. Analyse the data using mathematical techniques (e.g. correlation, linear regression and LM algorithm) and computer programming (e.g. MATLAB, SPSS, optimtool and neuro fuzzy logic NF).
5. Develop a Discrete Event Simulation DES model using Arena or other software, which allocates resources and generates time observations.
6. Develop a data driven model, test different models and elect the best.
7. Validate the model.
8. Develop an optimiser; different types are examined (e.g. GA and PSO).
9. Test the system.
10. Create a model that can predict the airport capacity in order for its operational efficiency to be optimised.

### 1.5 Research Methodology

The aim of this research is to assess terminal operation performance and create a system that measures and evaluates airport terminal operations. This can be achieved by building 'know how' to develop formulations of the measure to allow ranking the LOS in the airport terminal and that can be done by software applications like SPSS and MATLAB using optimisation techniques and a discrete event simulation (DES) model. The first steps are to extract factors that help to assess the airport LOS that has been used before conducting a survey in the Hajj terminal of King Abdul-Aziz Airport. Interviews are conducted to gather the operator aspect of performance. Data sheets are scrutinised to grasp the essential input feeds of the DES model. The DES model is designed and tested considering controllability which allows varying inputs. Inputs and observed outputs and identified then included in the Arena generated report. Then the numbers of trial groups are addressed in order to carry out analyses. Correlation is allocated to identify the significance of factors' relations. Regression is carried out in a linear form, as well as non-linear models, using data driven modelling techniques such as Neuro Fuzzy (NF) modelling. Comparison of the linear regression model with the NF model is carried out. The models are tested and validated, then utilised to carry out the optimisation. Heuristic optimisation techniques are used such as Particle Swarm Optimisation (PSO) and Genetic Algorithm (GA). Lastly verification is carried out in the DES model.


Figure 1.7 Research conceptual framework

### 1.6 Challenges

Developing an accurate model of the airport can be challenging; the challenges can be stated as follows:

- Data collection (access to the data) - which to be captured? to what extent? There are challenges relating to data collection, such as the fact that airport information is treated as secretive information and the survey needed to be authorised by the Ports Projects Management \& Development Company (PPMDC), General Authority of Civil Aviation (GACA) and King Abdul-Aziz airport authorities.
- Timing as it requires going at Hajj period to study the context and the process during the terminal utilized time.
- Model developments (some software limitations) design logic flowchart. DES modelling design as it is time consuming, and was used following guidance from my supervisors, utilising simulation course materials. DES model execution time is long and from that a sample of about 500 trials was agreed to be covered, about half of them executed in an ordinary manner.
- Factors identification which is encountered in the research.
- Data driven model methodology, accuracy, validation (methods should be criticised). Challenges regarding regression as linear and LM regression models considered to be insufficient. NF helped to carry out a better representation of the model. Challenges related to NF model identified by looking to the surface of the created model and adding some trials.
- Optimisation techniques (required techniques investigation and deployment) and their behaviour; points can be dragged to an undefined space or unrealistic range and that is overcome by defining an optimisation range. In addition, there are challenges related to the cost function which can be solved by carrying out normalisation using the trials' sample.


### 1.7 Contributions to Knowledge

There are many LOS evaluation, DES modelling, NF modelling and optimisations, yet what is significant about this research is the integrated system that leads to early investigation and inspection of any implementation related to the process.

The uniqueness can be seen by combining both ends of the process in the evaluation to carry out the performance measure. This will facilitate many other developments in real time simulations and optimisation of the operation performance measure. The field can incorporate a holistic approach as a new benchmark of LOS as presented by Correia (2008). The developed optimisation system is applicable and beneficial for any airport terminal with any configuration settings. In addition to that, this can be used with slight modification in any transportation station. This research's contributions are summarised in the following points:

- Studies on airport terminal performance exposed and identified by both customers perceived terminal experience and terminal simulation by carrying literature review in that area.
- A survey is carried out in the airport terminal to measure LOS based on passenger's perceived experience right after their journey in the airport.
- Development of controllable self-built DES simulation model with capability of changing assigned inputs easily.
- Identification of effective factors used on airport terminal performance through the survey and DES model.
- Development of linear regression model to predict and estimate an output for any valid input values related to the airport operation.
- Development of LM regression model to carry out predictions as it may carry a better estimation level.
- Development of neuro fuzzy logic model for each variable to compare and achieve best estimation among other used methodologies.
- Optimisation to passenger flow process flow is done with PSO algorithm, which generates normalisation function in order to allow values to be used in generated cost function.
- Optimisation to passenger flow process flow is offered by using GA algorithm.


### 1.8 Thesis Outline

The proposed thesis consists of eight chapters as illustrated in figure 1.8, the first of which contains the introduction, motivation, airport description, aims and objectives, challenges, contributions and the thesis outline.

The second chapter presents the literature review related to the study with nine sections. This lays out studies carried out on airport terminal performance evaluation by both approaches of customer perceived terminal experience and terminal simulation.

The third chapter describes of the tools and techniques utilised in the research with eleven sections. It starts with revealing descriptions of software such as Arena, SPSS and MATLAB, then modelling algorithms: Correlation, Bivariate Correlation, and Linear regression, The Levenberg-Marquardt Algorithm and Neuro-Fuzzy Model. Finally, it ends with optimisation techniques: Genetic Algorithms and The Particle Swarm Optimisation.

The fourth chapter deals with the Airport Survey which illustrates the survey which conducted in the airport terminal. The chapter produces LOS assessments at the airport terminal considering user experience. That enabled a discrete event simulation that focuses on the processing time of each resource, which is found in chapter 5.

The fifth chapter presents the Simulation Model where the DES model input is revealed and prepared along with model logic construction as blocks of modules. The main aim of the created simulation model is to obtain the results needed for the next step of the project, which considers various simulation scenarios' inputs and presents their input-output analysis.

The sixth chapter presents gathered results in groups of trials with a description of the findings. It starts with a brief description of the input data, each group is presented in detail with charts of some dependent variables along with the varied variable.

The seventh chapter contains Optimisation and Results Analysis where multiple modelling algorithms are addressed then optimisation techniques utilised and the results validated.

Finally, the conclusion and future work are presented in the last chapter.


Figure 1.8 Thesis chapter outline.

## Chapter 2 Literature Review

### 2.1 Airport Level of service

A number of studies on the development of the level of service (LOS) have been conducted by agencies are related to aviation or air transportation industry, including the Federal Aviation Administration - (FAA), as it is one of the key issues in the aviation industry over the last few decades (Transportation Research Board, 1987; Airports Council International, 2000; Transport Canada, 1979). Correia and Wirasinghe (2004) claimed that while LOS has been evaluated at individual airports, there is no standard method or reporting system for LOS evaluation. They established measures to evaluate the LOS at airport passenger terminals of interest to airlines and airport operators. In addition to that they presented a review of the past research on LOS.

Graphical displays were constructed by Mumayiz and Ashford (1986) based on passenger responses concerning the LOS provided at airports in England, and used to propose their concept on perception response. Omer and Khan (1988) engaged the concept of utility theory to build up a link between characteristics of facilities (e.g., waiting time, space available) and user responses ( $0-1$ ) about the LOS. Müller and Gosling (1991) utilised a framework that employed a psychometric scaling technique to obtain a quantitative measure of LOS that could be used in a relationship similar to the methodology of Omer and Khan (1988). They argued that it is essential to reflect on the perception of the users of the terminal and permit the assessment of many different criteria on a single value scale to make rational decisions.

Airport LOS measuring standards were developed for several components of the airport passenger terminal based on a personal interview survey of departing passengers by Seneviratne and Martel (1991). According to Seneviratne and Martel (1991), the variables that have a significant influence on the performance of a particular element of the terminal are quite different to those influencing the performance of another element. Their selection of the most important components and measures was based on a survey of Canadian airports.

The standard examination of administration quality has been dependent upon the thought that the quality level of administration is discerned and assessed by clients (Gronroos 1990). The most generally utilized client recognized administration quality model is probably the Gap Analysis and SERVQUAL model that measures the scale of Quality in the service sectors by

Parasuraman et al. $(1985,1988)$. Notwithstanding its approval in thought, this model might have natural issues in measuring client requirements of LOS quality. Gronroos (1993) accordingly infers that measuring clients' opinion of service quality, in delivering a nearby estimate, is a hypothetically legitimate method for measuring observed quality. In practice, this shortens the procedure of data gathering and classification by reviewing the feedback.

Essentially, service experience opinions are observations of realism, in which prior prospects are inherent. This idea is in accordance with the studies that conduct research by using clients' mentality as an overall assessment of a product or service. Clients' viewpoints towards a service rely upon (first) the quality of their confidence in different characteristics or qualities connected with the service and (second) the weight of attributes (Engel et al. 1995). Clients' convictions ordinarily include observed relations between the service and its related properties, obtained from their immediate experiences with the service. The relative importance is offered as a weight of the attributes, as it is perceived by clients.

A client's opinion towards a given service is based on the summation of beliefs about the service's characteristics weighted by the significance of these characteristics as devised in the Fishbein's attitude model (Fishbein and Ajzen, 1975). This aspect concurs with MADM models dependent upon "multiattribute value theory" (MAVT) (Dyer and Sarin 1979; Keeney and Raiffa 1993). MAVT-based MADM is generally used to evaluate a limited set of various substitute choices and options, typically with conflicting criteria (Dyer et al., 1992; Hwang and Yoon, 1981; Stewart, 1992; Yeh et al., 1999). The performance of an airport passenger terminal can be identified from the perspectives of travellers, carriers, and the runway specialist (Lemer 1992).

### 2.2 Terminal and Modelling

The area of runway terminal modelling and execution evaluation has pulled in considerable exploration in the most recent two decades. An assortment of models and instruments shedding light on airfield terminal choice has been produced with the specific purpose of expediting choices in creating runway terminal designs, and arranging operations’ administration (Mumayiz, 1990; Odoni, 1991; Odoni and de Neufville, 1992; Tosic, 1992; Trb, 2000a).

### 2.3 Data Envelopment Analysis

Data Envelopment Analysis or DEA models are used for decision making in business to analyse efficiency. One of this tool's advantages is that the input of the simulation does not need any change to real process and cost of affecting the running process is low; in addition to that it is non-parametric. Therefore it is a suggested method for estimating the relation and the weight between inputs and output. Farrell (1957) is known to be first who presented an estimated measure factor to reflect an organization's efficiency; although this approach was not welcomed at that time (Charnes et al. 1978). Cooper et al. (2007), Zhu (2009) and Avkiran (2006) have explained the details of this approach. Liu et al. (2009) present a standardization strategy, which makes urgent changes to the previous best method by increasing discrimination in data envelopment analysis.

Furthermore, various models have demonstrated that point and given help in the assessment of the execution of the terminal procedure framework, or parts of it. As well as the level of administration recognized and identified via airstrip clients (Andreatta et al., 1999; Correia et al., 2008; Lemer, 1992; Trb, 2000a). Adler \& Berechman (2001) have distinguished between two types of data: 'subjective' data and 'objective' data during their model development to analyse the relation between the efficiency and the quality of airports. Their statistical analysis of the median score has shown that these estimations vary significantly relative to the quality factors and airports that they have studied.

Two data envelopment analysis (DEA) models have been developed by Gillen and Lall (1997) based on terminal and airside operations. First they have used the number of runways, employees, gates, baggage collection belts, public parking spots, and terminal area to calculate the number of passengers and amount of cargo. The second model uses the number of runways, employees' airport area, and runway area to describe air carrier and commuter movements. Liu and Lu (2010) have introduced a network-based approach with a ranking model of DEA as an R\&D case for performance. Their novel method intended to increase discrimination at DEA by enhancing the network-based approach. They claim ownership of the centrality concept development in social network analysis brought by implementation of that approach (see Figure 2.1).


Figure 2.1 network-based approach with ranking model of DEA (Liu and Lu 2010)

### 2.4 Airport Simulation Modelling

Simulation Modelling is the practice of building and analysing a prototype of a actual model to predict its performance in the reality (Sharma, 2008). One unanticipated passenger flow simulation-based research reform based on the work was carried out by Chung and Nyakman (1996) as it was considering security as important measure which was still unknown yet in that extend and it had been progressed and delivered after. The research was solely concerned with the operation of security staff, explicitly, the checkpoints, under expanded danger conditions. They have examined the preparing of travellers through security checkpoints at major metropolitan airports, and their findings offered a path to authorities for maintaining a satisfactory traveller improvement under these high-risk conditions. A simulation examination was performed to survey this setup and a few situations were produced to deliver the best mode of operation under a mixed block of elective setups (Chung and Nyakman 1996).

After that, a range of papers has illustrated the use of simulations to check the robustness of flying schedules: (Beck, 2004; Fan et al., 2004; Fayez et al., 2008; Klempert and Wikenhauser, 2008; Herbers, 2008). Mitra (2004) focused on how airline operational performance could be improved by the use of simulation to study the robustness of aircraft
flying lines of work and airport schedules. Additionally, the centre of commercial passenger flow research has been considered as a method by including the passenger flow procedure of existing airport terminal layouts. The utilization of simulation models has been one of the prevalent methods (Fayez et al., 2011).

Gatersleben and Weij (1999) exhibited a dynamic simulation model utilized as a part of the restructure and classification of air traveller care at airports. The aim was to apply a simulation to explain the link that exists between passenger flow and the procedures attached to it, the presence of bottlenecks, and conceivable results. Their dynamic simulation model has examined and assessed, during improvement of situations, passenger flow all through the terminal and the use of non-assignable facilities, while recognizing their reliance.

Valentin (2002) confirmed the significance of adopting simulation models at airports where operations are liable to alteration and bottlenecks. A reproduction apparatus framed as a set of building pieces in a simulation model was utilized to help the modelling of airports. The paper gave a short idea of the building blocks, their utilization in the simulation scenarios of passenger streams and the effects of the simulation scenarios utilizing these building blocks. Valentin declared that however a terminal is configured; the configuration remains a centre of attention. Security and safety can likewise be determined by utilizing simulations.

A comprehensive survey of literature was presented for both methods of ranking and selection (R\&S) and multiple comparison procedures (MCPs), stressing the importance of simulation assessment of alternative designs without any physical cost (Swisher, 2003).

Olaru and Emery (2007) have utilized simulation models and genetic algorithm (GA) optimization to model the operation of traveller terminals. This model was utilized as a procedure of organizational change to assess the productivity and execution of the airfield operation, and the effects of framework and operational changes.

Beck (2011) offered a case study on how a simulation model that simulates passenger flows in an airport terminal was used prior to and after the Heathrow Terminal 5 opening. He discussed some of the factors that had to be considered when creating the model. Beck (2011) made his model the core of the decision making process and has used it in a number of different scenarios since it was generated.

The use of simulation within aircraft and airline engineering has been expressed in Bazargan and McGrath (2003), Crocker and Sheng (2008) and Mattila et al. (2003). On the other hand simulation has also been used to examine different boarding strategies for the Airbus A380 aircraft (Bazargan et al., 2008). Tug operations at airports were focused on by Bazargan et al. (2008) to describe how simulations can be used for that function. Verbraeck and Valentin (2002) offered an approach to create a reusable simulation building block and use that as tool to resolve many questions to enhance and accelerate creation of such models using the simulation language eM-Plant.

The level of influence of building on the wind field patterns can be measured by carrying out qualitative and quantitative treatment of the results gathered from Three-dimensional Computational Fluid Dynamics simulations (3D CFD). Specific attention is paid to the research of the effects of building on the in-flight conditions over the area close to the airport runway (Neofytou et al., 2006). Capacity and delays in airport passenger terminals can be measured and estimated by Simple Landside Aggregate Model (SLAM) (Brunetta et al., 1999). A series of "what if" scenarios from the simulation model can generate mathematical formulation LOS.

Takakuwa and Oyama (2003) offered a passenger flow simulation in an entire airport terminal building and their focus was on the international departures. They claim that checkin time is over $80 \%$ of the whole waiting time in the terminal. The simulation model was developed and built using a special purpose data generator. They suggest that economy and group class passengers should utilize the first and business class check-in counters. They generated an exploratory data for executing a simulation by outlining and advancing a special-purpose data-generator. Based on that concept, the likely number of postponed flights is surely narrowed by expanding terminal support staff and additionally by utilizing first and business class check-in counters to also process economy and group class travellers.

### 2.5 Discrete Event Simulation and Optimisation

The historical Discrete Event Simulation (DES) was reviewed as it has been known as a famous modelling tool since the 1950s when computer simulation was invented. Since 1990 a lot of developments have taken place in modelling. There has been a lack of development in simulation, compared with the advanced developments in computing, as criticised by Robinson (2005). DES is used to model the operation of a framework or a system as a
discrete arrangement of occasions in time. Every occasion happens at a specific moment in time and marks a state change in the framework (Robinson, 2004).

Glynn (1990) defined two main issues that motivate research on "efficient gradient estimation algorithms". He gave a quite general set of "efficient gradient estimation algorithms". Then he derived an estimator for discrete-time simulation in both cases of time-homogeneous and non-time homogeneous discrete-time Markov chains. After that he applied that in continuous time. Finally he concluded with a discussion on essential matters that occur in adopting the "likelihood ratio gradient estimator" as a measure of steady-state performance. Simulation was employed to optimise the behaviour of discrete event systems by demonstrating a generic framework for that as a general state space Markov chain. Andradóttir (1996) adopted the "likelihood ratio gradient estimator" to obtain performance measures by taking into consideration Markov chains in different senses (Andradóttir, 1996).

Swisher et al. $(2003,2004)$ conducted a review of discrete-event simulation optimization advances and detected a significant interest in extracting useful information about discreteevent simulation model of an actual (or yet to be designed) system. Swisher et al. (2003) used ranking, selection and multiple comparison procedures and Swisher et al. (2004) concentrated on discrete input parameter optimization. Passenger boarding time was focused on and required re-engineering projects. Van Landeghem and Beuselinck's (2002) results indicated that there is a gap between the practiced process and an optimal model.

Alrefaei and Andradóttir (2001) thought about obtaining a "global optimal solution" using a modified stochastic ruler method as the number of visits this sequence makes to the different states to estimate that optimal solution for a discrete optimisation problem. A survey of issues specific to simulation optimization was offered by presenting a reasonable overview of the field with some of the methods and techniques (Azadivar 1999). It stressed the importance of both mathematical and simulation modelling awareness to carry out a valid simulation optimisation. Simulation optimization literature was reviewed comprehensively by Glynn (1986), Meketon (1987), Jacobson and Schruben (1989), Safizadeh (1990) and Andradottir (1998). Andradottir (1998) offered a simulation optimisation methods review with the focus on gradient-based techniques with optimisation according to continuous decision parameters and on random search methods with optimisation according to discrete decision parameters.

### 2.6 Performance

Many literature was found for the case of measuring number of random variables' effect on performance of interest then "expressing this performance measure as an integral involving the product of densities of the underlying random variables" is involved by likelihood ratio method as it is explained by Glynn (1990), Rubinstein and Shapiro (1993), Andrad6ttir (1996b). Nwofia and Chung (2013) have covered the performance of airport security using simulations as they observed the arrival of new security measures at complex and congested airports. This is presented as a tool to assist airport design with what they called "intelligent design concepts", which can be premeasured along with usual existing operational performance and passenger flow factors.

Based on their usage Wu and Mengersen (2013) categorised existing airports models into four categories "1) capacity planning, 2) operational planning and design, 3) security policy and planning, and 4) airport performance review". They built up a framework based on a Concept of Operations (CONOPS) to examine the ability of modelling enhancement. Personnel scheduling was used in Mason et al.'s (1998) model of customs staff in an international airport in New Zealand. It accomplished an integration of the usage of simulation, heuristic descent, and programming to optimise staffing in that area. Mason et al. (1998) targeted the balance between high quality in passenger processing and low staffing for a higher level of performance.

Mumayiz (1991) presented a concept for the assessment of quality of service at airport terminal facilities by measuring passengers' opinions, their observation and satisfaction. Determining levels of service for airport facilities can be achieved by using this method for the system service performance measures combined with capacity assessment techniques like simulation. The use of DEA was studied in three types of airports to help airport authorities to determine efficient future growth (Yu 2004). These airport efficiency measures criticized using output-oriented data envelopment analysis (DEA). The study took place in Taiwan and Yu (2004) argues, "Expanding facilities at some of the domestic airports in Taiwan may not be necessary". Yu (2010) presented a SBM-NDEA model to measure airport performance under series productions with quasi-fixed inputs of the runway. His study estimates the input and output deficiencies with respect to production and service processes, respectively. The
measurement is based on the assumption that "airport operations efficiency is decomposed into production and service efficiency".

Oum et al. (2003) produced an efficiency comparison in major airports worldwide (total of 50 airports in Asia Pacific, Europe and North America) by looking at total factor productivity (TFP) which is a measure of the impact on total output not produced by traditionally considered inputs of capital and labour. This led them to TFP analysis using some regression models. Their findings uncover the fact that a higher gross TFP can be predicted from larger airports. They also state that a higher TFP level can be found in airports with capacity constraints which will besides cause high delays for aircraft and passengers.

A cost analysis study was offered that can find out the cost effectiveness of the minimum total costs by "airport gate position estimation". As Wirasinghe and Bandara (1990) presented, a limitation of the number of available gates can cause delays to flights which can be treated as an added cost to the operation. This can be worked out by knowing the arrival rate. Their study took place at Calgary International Airport, based on a common gate use policy.

Humphreys and Francis (2000) have produced a critical approach to review traditional airport performance indicators. Their review of airport performance measurement was conducted in various ownership patterns from Europe and the United States, taking into consideration different practices. The emphasis was on evaluating airports' performance objectively by the study of the need for airports to be aware of their contingent circumstances.

Systems integration capabilities and barriers in addition to stressing on adopting megaproject management to achieve better performance in organizations' projects have been pointed out. Davies et al. (2009) have developed a conceptual model to help organizations that struggle to beat the poor performance found in many megaprojects. The study concludes that organisations should overcome relationships and behaviours by changing resistance in construction and project management areas. The study took place in London Heathrow Airport terminal 5. Caldwell et al. (2009) have created an airport performance factor that is concerned with the complex procurement activities related to London Heathrow Terminal 5. That kind of factor affects "multiple dependent interactions between many stakeholders over time". They have concluded that there is a need for contracting mechanisms, and new techniques and approaches yet may face resistance to change.

A study of airports' performance measurement was made where past, present and future measures were considered in Humphreys and Francis's (2002) model. The importance of the measure was observed clearly in "day to day" based operations. Parties that were involved in such measures are listed as: 1) business and operational management, 2) regulatory bodies, 3) Government and 4) other stakeholders. Changing organizational contexts was the main reason behind driving developments to measurement systems. Francis et al. (2002) have offered a survey of 200 of the busiest passenger airports in aspect of benchmarking airport performance. They have included a discussion regarding the nature, prevalence and consequences of such benchmarking in such an environment. They have concluded Best Practice Benchmarking characteristics and relevance by reviewing airport benchmarking literature.

Performance assessment done in current models of airport terminals need an extensive modelling effort to represent and mirror effectively different airport operational policies embraced in a user-friendly way (Manataki and Zografos, 2010). For that reason, there is a call for building up a common flexible "decision-support tool" to assist "high-level decisionmaking" associated with essential modifications in the configuration and process of the airport terminal system. Multiple airport terminal check-in techniques have been examined and studied by many self-service scenarios (Abdelaziz et al., 2010). Efficiency and performance are claimed to be enhanced by the use of self-service technology. Their prepared model embraces available applications of self-service technology in the international airport environment. Cost cutting is another aspect of the study's concern.

The fuzzy multiple-criteria decision-making method compares and assesses 14 international airports in the Asia-Pacific region (Yeh and Kuo 2003). The degree of optimality is taken into account as the centre of the research. One global service performance key every airport is acquired by integrating the leaders' certainty or confidence level and preference in fuzzy evaluations of the results. The method offers a helpful choice as performance assessment of airport services that handles subjective considerations of qualitative characteristics. The key assists the airports in recognizing their status in terms of controllable passenger service quality.

### 2.7 Airport planning

Configuration of an airport terminal can be determined by considering passenger-walking distance (Bandara and Wirasinghe, 1992). It's aim is to achieve minimal mean walking distance for all the passengers. A report is made of several statistical factors that aims to evaluate the optimum measurements for different designs. Concerning passenger walking for a wide range of passenger mixes and numbers of gates, it has appeared that the best terminal configuration is a semi-centralized pier configuration (Bandara and Wirasinghe, 1992). Jim and Chang (1998) have presented a SAM II simulation model that simulates Singapore Changi Airport. Their approach has been verified, compared, tested and validated with the data they extracted from the airport. "The animation is presented on a facility diagram which graphically portrays the layout of the passenger terminal". They argue that passenger terminal design has not yet been covered and more research should be conducted in that area.

Estimating and assigning a suitable space for every activity (or resource) wrongly in a way that has unsatisfactory results can lead to "expensive errors" (Odoni and de Neufville 1992). The nature of the process is a fundamental issue, to be precise, the area per passenger formulas in different parts of the building. These formulas are inconsiderate to variation of both operation and traffic in aspects of nature and characteristics. Odoni and de Neufville (1992) offered a considerate study based on the theory and experience internationally at major airports to produce practical procedures for terminal design. Their approach introduces automated models of the performance of terminals, which answer "what-if" questions rapidly in a spreadsheet form.

The civil engineering performance perspective is considered also in simulation modelling especially in areas of planning, design and operations. There is comprehension that choices made concerning terminal arrangement, outline and operations involve critical trade-offs with respect to elective operational strategies and physical terminal layout thoughts. Manataki and Zografos (2009) advanced a mesoscopic model for terminal execution dissection that uncovers a compromise between adaptability and practical effects, receiving a framework progress approach. Current modelling is found to be either too "detailed" or too "aggregate" and an approach of knowing the right level of details is needed, as discussed by Manataki and Zografos's (2009) model. This concept claims to bridge the gap between macroscopic and microscopic modelling by trying to hit the balance between flexibility and realistic results.

The approach was tested and validated in Athens International Airport terminal. This approach expedited model advancement by being versatile to distinctive airfield terminal setups and operational qualities (see Figure 2.2). As mentioned in Wu and Mengersen's (2013) study, there are new efforts to establish safety factors in light of worldwide security concerns, and more airports consider worldwide measures to look for new innovations in their methodology in designing airfield outlines, arrangements and operations (Fayez et al., 2008; Azad and Tokhi, 2007).
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Figure 2.2 Modelling passenger arrivals at the airport terminal (Manataki and Zografos, 2009).

### 2.8 Airport Mathematical Analysis

A research results review has been carried out in the area of airport passenger terminal operations modelling and analysis with available information about software application, techniques and methods (Tošić, 1992). Journals and publications were criticized as a source of that review. Baron (1969) presented one of oldest pieces of research that was directed towards providing better access to airports. He offered a simulation analysis of airport terminal operations. Baron (1969) concluded that the analysis of typical terminal designs cannot be claimed to be comprehensive, essentially because no weighting factors were used and there are some restrictions (see Figure 2.3).


Figure 2. 3 Simulating ramp time in airport (Baron 1969)

The continuous increase in the demand of air traffic growth has pushed airports towards reaching their maximum capacity. For this reason, delays are increasing, and safety is becoming a more critical issue. Xie et al. (2004) have offered a simulation model with agentbased stochastic ruler to examine the associations between airport arrival capacity, delay, and safety. Their first step is revealing key ideas by simplifying a queue model. Their second
move is calibrating to the chosen airport "Hartsfield Atlanta International" by describing an agent-based model. That is concluded by checking the trade-offs between the system capacity and safety, along with assessing numerous operational scenarios in this analysis.

Analysis of passenger flow in the airport terminal from entrance to boarding is found to be significant in delivering the capability study of best adaptable configurations. Discrete Event theory was used to carry out that type of study in Naples Airport Italy Capodichino (NAP) to estimate delays and to create logical and rational decisions by building a simulation model structure (Guizzi et al., 2009). The study brought visions to operational characteristics of a wide range of airport terminals, enabling a quick and easy modular building model.

### 2.9 Summary

To sum up, many studies have taken place on airport terminal performance evaluation: some used customers' perceived experiences in the terminal, others used simulations. In addition to these simulations, a holistic approach was used by considering the operations carried out in the terminal. The common way to address any kind of research is to verify the approach that is selected on one or more case studies. LOS is widely addressed from the 1970's until today; elements are added and others eliminated according to the context. The modelling has taken many forms in this field, although DEA and DES are widely used. Airport planning and performance evaluations are highly considered as an output from airport studies.

## Chapter 3 Theory and Tools

### 3.1 Arena Software

Arena is a DES or discrete event simulation and computerization program created by Systems Modelling and procured by Rockwell Automation in 2000. It utilizes a SIMAN processor and simulation language. As of June 2012, it is Arena version 14 (the first version with online 3D visualization software). It has been inferred that Arena may join other Rockwell programming bundles under the "Factorytalk" brand (www.arenasimulation.com).

In the software environment, the client constructs a test model by setting modules (elements of distinctive shapes) that express methodologies or rationale. Connector lines are utilized to join these modules together and define the stream of substances. While modules have particular activities in respect to substances, stream, and timing, the exact representation of every module and substance with respect to genuine articles is down to the modeller. Measurable information, for example, process duration and WIP (work in procedure) levels, can be recorded and yielded as reports.

Arena could be incorporated with Microsoft innovations. It incorporates Visual Basic for Applications so models can be further automated if particular calculations are required. Likewise it can import from Microsoft Visio flowcharts, and can also communicate with Excel spreadsheets and Access databases for inputting or outputting data. Facilitating Active $X$ controls is additionally included.

### 3.2 SPSS

Statistical Package for the Social Sciences or IBM SPSS Statistics is computer software used for statistical analysis of raw data. The software family can be used for collecting data by creating and deploying a survey, text analytics, data mining, and integration with other applications by batch and automated scoring services. This software is used mainly to analyse the collected data from the survey or data gathered from various simulation scenarios to identify any relationship between any two measured elements. The other purpose behind SPSS is defining that relation by regression. With SPSS software, that can predict what will occur next to allow making smarter decisions, solving mathimatical problems and improve results.

### 3.3 MATLAB

MATLAB stands for Matrix Laboratory and is a numerical processing and computing environment for handling engineering and scientific calculations. Matrix laboratory, as the name indicates, was created to ease matrix calculation. MATLAB is a high-level language and interactive environment for numerical calculation, modelling, visualization, and programming. Over a million scientists and engineers in industry and academia use MATLAB, the language of technical computing (mathworks.co.uk n.d.). The software is advanced by Mathworks. MATLAB is capable of analysing data, developing algorithms, creating models and applications, network controls, applying different algorithms like GA, plotting of data and functions, producing client interfaces, and interfacing with modules and projects composed in different computer applications like spreadsheets or traditional programming languages, such as C/C++ Fortran, or Java (Hahn and Valentine 2013).

### 3.4 Correlation

A dependence or reliance is any statistical association between arbitrary variables, which might not be related by a functional relationship (Encyclopaedia of Mathematics, n.d.). The survey carried out in this project explores the level of service in airport terminal management from the customer's viewpoint; it has many factors that can be varied from the opinion of each passenger that can be an input to a correlation. Secondly, the simulation model scenarios offer many random variables, which can fit this definition as this mathematical tool can identify that dependence and the significance level as will be shown below.

### 3.5 Bivariate Correlation

In SPSS the Bivariate Correlations method works out Pearson's association coefficient, Spearman's rho, and Kendall's tau-b with their significance levels. Correlations determine how variables or rank levels are connected. When ascertaining a relationship coefficient, it is necessary to screen the information for outliers (which can cause deluding) and proof of a linear association. Pearson's relationship coefficient is a measure of that linear connection. Two variables could be exceptionally related, yet the type of that relationship is not linear; in that case Pearson's association coefficient is not an appropriate method for measuring their relationship.

Example: does the number of games won by a team correspond with the normal number of focuses scored for every amusement? A scatterplot shows that there is a straight relationship. Investigating information from the 1994-1995 NBA season yields that Pearson's relationship coefficient $(0.581)$ is critical at the 0.01 level see figure 3.1. You may suspect that the more games won for every season, the fewer focuses the opponents scored. These variables are contrarily corresponded ( -0.401 ), and the relationship is huge at the 0.05 level (IBM.com, 2011).

| Correlations |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | locus of control | self-concept | motivation | reading score | writing score | math score | science score | female |
| locus of control | Pearson Correlation | 1 | . 171 | . 245 | . 374 | .359 | . 337 | . 325 | . 113 |
|  | Sig. (2-tailed) |  | . 000 | . 000 | . 000 | . 000 | . 000 | . 000 | . 005 |
|  | N | 600 | 600 | 600 | 600 | 600 | 600 | 600 | 600 |
| self-concept | Pearson Correlation | $\begin{aligned} & .171 \\ & .000 \end{aligned}$ | 1 | .289 <br> .000 <br> 600 | . 061 | . 019 | . 054 | . 070 | -. 126 |
|  | Sig. (2-tailed) |  |  |  | . 138 | . 634 | . 190 | . 087 | . 002 |
|  | N | 600 | 600 |  | 600 | 600 | 600 | 600 | 600 |
| motivation | Pearson Correlation | . 245 | . 289 | 1 | . 211 | . 254 | . 195 | . 116 | . 098 |
|  | Sig. (2-tailed) | . 000 | . 000 |  | . 000 | . 000 | . 000 | . 005 | . 016 |
|  | N | 600 | 600 | 600 | 600 | 600 | 600 | 600 | 600 |
| reading score | Pearson Correlation Sig. (2-tailed) N | $\begin{aligned} & .374 \\ & .000 \\ & 600 \end{aligned}$ | .061 <br> .138 <br> 600 | .211 <br> .000 <br> 600 | 1 | .629 | .679 | .691 | -. 042 |
|  |  |  |  |  |  | . 000 | . 000 | . 000 | . 307 |
|  |  |  |  |  | 600 | 600 | 600 | 600 | 600 |
| writing score | Pearson Correlation Sig. (2-tailed) N | $\begin{aligned} & .359 \\ & .000 \\ & 600 \\ & \hline \end{aligned}$ | .019 <br> .634 <br> 600 | . 254 | . 629 | 1 | .633 | . 569 | 244 |
|  |  |  |  | . 000 | . 000 |  | . 000 | . 000 | . 000 |
|  |  |  |  | 600 | 600 | 600 | 600 | 600 | 600 |
| math score | Pearson Correlation Sig. (2-tailed) N | $\begin{aligned} & .337 \\ & .000 \\ & 600 \end{aligned}$ | .054 <br> .190 <br> 600 | . 195 | . 679 | .633 | $\begin{array}{r} 1 \\ 600 \end{array}$ | . 650 | -. 048 |
|  |  |  |  | . 000 | . 000 | . 000 |  | . 000 | . 238 |
|  |  |  |  | 600 | 600 | 600 |  | 600 | 600 |
| science score | Pearson Correlation Sig. (2-tailed) N | . 325 | . 070 | . 116 | . 691 | . 569 | .650 | 1600 | -. 138 |
|  |  | . 000 | . 087 | . 005 | . 000 | . 000 | . 000 |  | . 001 |
|  |  | 600 | 600 | 600 | 600 | 600 | 600 |  | 600 |
| female | Pearson Correlation Sig. (2-tailed) N | .113 <br> .005 <br> 600 | -.126 <br> .002 <br> 600 | .098 <br> .016 <br> 600 | -. 042 | . 244 | -. 048 | -. 138 | 1 |
|  |  |  |  |  | . 307 | . 000 | . 238 | . 001 |  |
|  |  |  |  |  | 600 | 600 | 600 | 600 | 600 |

Figure 3.1 correlation using SPSS, which can identify correlation to certain significant level

### 3.6 Linear Regression

Linear regression is a method of predicting the value of a variable based on the value of another variable by representing the relationship between a scalar dependent variable ' $y$ ' and one or more explanatory variables indicated by ' x '. The predicted variable is called the dependent variable. The variable used to predict the other variable's value is called the independent variable. When using one descriptive variable it is called "simple linear regression" (Weisberg, 2005). Simple linear regression involves two functions: the mean function and the variance function as expressed by:

$$
\begin{align*}
\mathrm{E}(Y \mid X=x) & =\beta_{0}+\beta_{1} x \\
\operatorname{Var}(Y \mid X=x) & =\sigma^{2} \tag{3.1}
\end{align*}
$$

This was first presented and introduced in "Regression towards mediocrity" by British biologist Francis Galton (Galton 1886). The tool is only appropriate if the relationship between both variables is linear, otherwise the estimated results may deviate from the actual readings gathered (as illustrated in figure 3.2). A linear relationship can be checked after obtaining the values and using some inputs to produce a simulation model to compare with the linear regression.


Figure 3.2 Linear regression x-y plot

Lewis-Beck (1993) considers regression analysis to be one of the most useful tools for researchers in quantitative analysis and understanding; it can also help to master other analysis methods. That can create a dependent $y$ variable of contains a set of variables $x_{1}$ , $x_{2}, \ldots, x_{i}$ as illustrated in:

$$
\begin{gather*}
y=f\left(x_{1}, x_{2}, x_{3}, \ldots .\right)  \tag{3.2}\\
y=b_{0}+b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}+\cdots
\end{gather*}
$$

### 3.7 Levenberg-Marquardt

Levenberg-Marquardt is a widely held substitute to the Gauss-Newton technique of locating the minimum of a certain function $f(\mathbf{x})$ which is a summation of least squares of nonlinear
functions. The Levenberg-Marquardt (LM) calculation is an iterative system that finds the lowest value of a multivariate function that is communicated as the total sum of squares of non-linear real-valued functions (Levenberg, 1944; Marquardt, 1963). It has turned into a standard solving mechanism for non-linear least-squares issues (Lawson and Hanson, 1974; Van Huffel and Vandewalle, 1991), broadly embraced in a wide range of controls. LM could be considered an integration of "steepest plunge" and the "Gauss-Newton" technique. At the point when the current result is a long way from the correct one, the calculation carries on like a "steepest drop" technique: gradual, yet guaranteed to meet. At the point when the current result is near the correct result, it turns into a Gauss-Newton method. After that, a short depiction of the LM calculation dependent upon the material in Madsen et al. (2004) is included. Note, in any case, that a detailed analysis of the LM calculation is further than the extent of this mentioned here and for a more comprehensive study it can be easily accessed in (Madsen et al., 2004; Nielsen, 1999; Nocedal and Wright, 1999; Kelley, 1999; Press et al, 1992; mathworks.co.uk, n.d.).

### 3.8 The Levenberg-Marquardt Algorithm

In the description below, vectors and arrays are shown in bold and ${ }^{T}$ is utilized to indicate transposition. Additionally, $\|\cdot\|$ and $\|.\|_{\infty}$ indicate to the 2 and infinity norms. $f$ represents a practical functional relation which maps a parameter vector $\mathbf{P} \in \mathcal{R}^{\boldsymbol{m}}$ to an expected estimation measurement vector $\hat{\mathbf{x}}=f(\mathbf{P}), \widehat{\mathbf{x}} \in \mathcal{R}^{n}$. The starting parameter estimate $\mathbf{P}_{\mathbf{0}}$ and a measured vector $\mathbf{x}$ are given and it is needed to discover the vector $\mathbf{P}^{+}$that best fulfils the functional relation $f$, that minimizes the squared distance $\epsilon^{\boldsymbol{T}} \epsilon$ with $\epsilon=\mathbf{x}-\hat{\mathbf{x}}$. The principle of the LM calculation is a straight close estimation on a linear basis to $f$ in the neighbourhood of $\mathbf{P}$. For a small $\left\|\delta_{\mathbf{P}}\right\|$, a Taylor series development prompts the estimate:

$$
\begin{equation*}
f\left(\mathbf{P}+\delta_{\mathbf{P}}\right) \approx f(\mathbf{P})+\mathbf{J} \delta_{\mathbf{P}} \tag{3.3}
\end{equation*}
$$

Where $\mathbf{J}$ is the Jacobian matrix $\frac{d f(\mathbf{P})}{d \mathbf{P}}$. LM is found to be iteratively similar to a nonlinear optimisations routine: $\mathbf{P}_{\mathbf{0}}$ is the Initiation stage, the approach creates a series of vectors $\mathbf{P}_{\mathbf{1}}, \mathbf{P}_{2}, \ldots$, that can converge up to nearby minimizer $\mathbf{P}^{+}$for $f$. Thus, it is essential to discover the $\delta_{\mathbf{P}}$ that minimizes the value of $\left\|\mathbf{x}-f\left(\mathbf{P}+\delta_{\mathbf{P}}\right)\right\| \approx$ $\|\mathbf{x}-f(\mathbf{P})\|-\mathbf{J} \delta_{\mathbf{P}} \approx\left\|\epsilon-\mathbf{J} \delta_{\mathbf{P}}\right\|$, at each step. The found $\delta_{\mathbf{P}}$ is consequently the
answer for a linear least squares problem: the base is achieved when $\mathbf{J} \delta_{\mathbf{P}}-\epsilon$ is orthogonal to the section space of $\mathbf{J}$. This prompts $\mathbf{J}^{T}\left(\mathbf{J} \delta_{\mathbf{P}}-\epsilon\right)=0$, that yields $\delta_{\mathbf{P}}$ as the result of the assumed equations (Golub and Van Loan, 1996):

$$
\begin{equation*}
\mathbf{J}^{T} \mathbf{J} \delta_{\mathbf{P}}=\mathbf{J}^{T} \epsilon \tag{3.4}
\end{equation*}
$$

Past $\mathbf{J}^{T} \mathbf{J}$ matrix in the left hand side of Eq. (3.4) is the approximate Hessian that means a matrix approximation to the second derivative order. The LM strategy illuminates a slight variant of Eq. (3.4), identified as the augmented normal equations

$$
\begin{equation*}
\mathbf{N} \delta_{\mathbf{P}}=\mathbf{J}^{T} \epsilon \tag{3.5}
\end{equation*}
$$

Where the set of elements of a matrix that don not lie on a line joining two opposite corners or off-diagonal components of $\mathbf{N}$ are the same as $\mathbf{J}^{T} \mathbf{J}$ and the diagonal components are given by $\mathbf{N}_{i i}=\mu+\left[\mathbf{J}^{T} \mathbf{J}\right]_{i i}$ for $\mu>0$. The procedure of changing the diagonal components of $\mathbf{J}^{T} \mathbf{J}$ is called damping and $\mu$ is found to be as the damping term. Assuming that the changed parameter vector $\mathbf{P}+\delta_{\mathbf{P}}$ while $\delta_{\mathbf{P}}$ gathered from Eq.(3.5) prompts a decrease in the error $\delta_{\mathbf{P}}$, the change is recognized and the procedure replicates with a reduced damping term. Overall, the damping term is expanded, the augmented normal equations are solved again and the procedure repeats until the amount of $\delta_{\mathbf{P}}$ that reduces the error is reached. The methodology includes applying Eq.(3.5) over and over for distinctive values of the damping term until a satisfactory change to the parameter vector is discovered to be related to one iteration of the LM calculation.

The damping term is balanced at every iteration to guarantee a decrease in $\epsilon$. Matrix $\mathbf{N}$ in Eq. (3.5) is almost diagonal and the LM change step $\delta_{\mathbf{P}}$ is close to the steepest descent direction by assuming that the damping is set to a large value. Furthermore, the extent of $\delta_{\mathbf{P}}$ is decreased in that status. Damping likewise deals with cases where the Jacobian is rank deficient and $\mathbf{J}^{T} \mathbf{J}$ is singular (Lampton, 1997). In that strategy, LM can protectively explore an area of the parameter space in which the mathematical model is remarkably nonlinear. In the event that the damping is little, the LM step approximates the quadratic step properly for a completely linear problem. LM is used since it controls its own particular damping:
it increases the damping if a step neglects to decrease $\epsilon$; other than that it decreases the damping. By that LM is fit to interchange between a slow descent approach when it is far from the minimum and a fast convergence when it is located in the minimum's neighbourhood (Lampton, 1997). The LM calculation ends when no less than one of the accompanying conditions is met:

- The size of the inclination of $\epsilon^{\boldsymbol{T}} \epsilon$, i.e. $\mathbf{J}^{\boldsymbol{T}} \epsilon$ in the right side of Eq. (3.4), decreases beneath a limit $\varepsilon_{1}$
- The relative update in the size of $\delta_{\mathbf{P}}$ falls beneath an edge $\varepsilon_{2}$
- The error $\epsilon^{\boldsymbol{T}} \epsilon$ decreases beneath an edge $\varepsilon_{3}$
- a number of cycles or iterations $\kappa_{\max }$, is reached as maximum

Assuming that a covariance matrix $\sum_{\mathbf{x}}$ for the gathered vector $\mathbf{x}$ is available, it could be incorporated into the LM calculation by minimizing the squared $\sum_{\mathrm{x}}^{-1}$ norm $\epsilon^{T} \sum_{\mathrm{x}}^{-1} \epsilon$ rather than the Euclidean $\epsilon^{\boldsymbol{T}} \epsilon$. Likewise, the minimum value is obtained by solving a weighted least squares problem characterized by the weighted normal equation

$$
\begin{equation*}
\mathbf{J}^{T} \sum_{\mathbf{x}}^{-1} \mathbf{J} \delta_{\mathbf{P}}=\mathbf{J}^{T} \sum_{\mathbf{x}}^{-1} \epsilon \tag{3.6}
\end{equation*}
$$

Whatever is left of the calculation remains unaltered. The complete LM calculation is demonstrated in a pseudo code in Figure 3.3. It is inferred by minor adjustment of the calculation by Madsen et al. (2004, p29); more insights in regards to the LM calculation might be perceived there. Characteristic values for the client characterized parameters are $\boldsymbol{T}=10^{-3}, \varepsilon_{1}=\varepsilon_{2}=\varepsilon_{3}=10^{-15}, \kappa_{\text {max }}=100$. Levmar is $\mathrm{C} / \mathrm{C}++$ application of this Levenberg-Marquardt algorithm that can be freely accessed at (ics.forth.gr, 2005).

```
Input: A vector function \(f: \mathcal{R}^{m} \rightarrow \mathcal{R}^{n}\) with \(n \geq m\), a measurement vector
\(\mathrm{x} \in \mathcal{R}^{n}\) and an initial parameters estimate \(\mathbf{p}_{0} \in \mathcal{R}^{m}\)
Output: A vector \(\mathbf{p}^{+} \in \mathcal{R}^{m}\) minimizing \(\|\mathbf{x}-f(\mathbf{p})\|^{\mathbf{2}}\).
Algorithm:
\(k:=0 ; \nu:=2 ; \mathbf{p}:=\mathbf{p}_{0}\);
\(\mathbf{A}:=\mathbf{J}^{T} \mathbf{J} ; \epsilon_{\mathbf{p}}:=\mathbf{x}-f(\mathbf{p}) ; \mathbf{g}:=\mathbf{J}^{T} \epsilon_{\mathbf{p}} ;\)
stop: \(=\left(\|\mathbf{g}\|_{\infty} \leq \varepsilon_{1}\right) ; \mu:=\tau * \max _{i=1, \ldots, m}\left(A_{i i}\right)\);
while (not stop) and ( \(k<k_{\text {max }}\) )
    \(k:=k+1\);
    repeat
        Solve \((\mathbf{A}+\mu \mathbf{I}) \delta_{\mathbf{p}}=\mathbf{g}\);
        if \(\left(\left\|\delta_{\mathbf{p}}\right\| \leq \varepsilon_{2}\|\mathbf{p}\|\right)\)
            stop:=true;
        else
            \(\mathbf{p}_{\text {new }}:=\mathbf{p}+\delta_{\mathbf{p}} ;\)
            \(\rho:=\left(\left\|\epsilon_{\mathbf{p}}\right\|^{2}-\left\|\mathbf{x}-f\left(\mathbf{p}_{\text {new }}\right)\right\|^{2}\right) /\left(\delta_{\mathbf{p}}^{T}\left(\mu \delta_{\mathbf{p}}+\mathbf{g}\right)\right)\);
            if \(\rho>0\)
                    \(\mathbf{p}=\mathbf{p}_{\text {new }}\);
                    \(\mathbf{A}:=\mathbf{J}^{T} \mathbf{J} ; \epsilon_{\mathbf{p}}:=\mathbf{x}-f(\mathbf{p}) ; \mathbf{g}:=\mathbf{J}^{T} \epsilon_{\mathbf{p}} ;\)
                    stop: \(=\left(\|\mathbf{g}\|_{\infty} \leq \varepsilon_{1}\right)\) or \(\left(\left\|\epsilon_{\mathbf{p}}\right\|^{2} \leq \varepsilon_{3}\right)\);
                    \(\mu:=\mu * \max \left(\frac{1}{3}, 1-(2 \rho-1)^{3}\right) ; \nu:=2 ;\)
            else
                    \(\mu:=\mu * \nu ; \nu:=2 * \nu ;\)
            endif
        endif
    until ( \(\rho>0\) ) or (stop)
endwhile
\(\mathrm{p}^{+}\):= p ;
```

Figure 3.3 Levenberg-Marquardt Algorithm

### 3.9 Neuro-Fuzzy Model

Fuzzy inference system simply descried as inputs entered fuzzification interface that entered to decision-making unit which enters to defuzzification interface that generates output under influence of the knowledge base that effected both fuzzification and defuzzification interface (see figure 3.4).


Figure 3.4 Fuzzy inference system (Jang, 1993)

In the computing field, Neuro-Fuzzy (NF) is known as an integration of neural networks and fuzzy logic (Jang, 1993). Self-learning is an element that is used by processing data samples to save its fuzzy sets and fuzzy rules. A NF system is defined as a fuzzy system which employs a self-learning algorithm derived and inspired by neural network concepts to achieve its fuzzy sets and fuzzy rules using processing data samples (Al-Kanhal, 2010). In this research, simulation scenarios' results data (gathered from arena) is used to develop the NF system that models the airport performance factors such as the number of disposed passengers and total passenger time.


Figure 3.5 Anfis Editor in Matlab


Figure 3.6 Matlab Surface Viewer

Fuzzy inference frameworks have been adequately useful in various deductive and designing issues throughout recent years. The gain of tackling complex nonlinear issues by using fuzzy rationale techniques is that the experience or master's information portrayed as the Fuzzy standard base could be straightforwardly implanted into the framework for controlling and managing the issues as it is illustrated in figure 3.7 (Chen et al., 2007; Takagi and Sugeno, 1985; Xu and Lu1,1987; Ying, 2000).


Figure 3.7 Flowchart for the development of a fuzzy logic simulator (Chaturvedi, 2010)

The Adaptive-Network-based Fuzzy Inference System (ANFIS) contains fuzzy models under the framework of adaptive networks which have certain benefits over neural systems (Jang, 1995) as it is illustrated in figure 3.5 and 3.6.

### 3.10 Optimisation

Optimisation could be characterized as an arrangement of movements pointed at the most conceivable answers for any given problem. The easiest case of optimisation is the minimisation or maximisation of real functions by picking the substitutive values of real or integer number variables from inside a conceivable set. Consequently, optimisation procedures are characterized in the first case on many objective functions to be accomplished, from being either a Single Objective Function or Multi Objective Function. Moreover, they can likewise be arranged into two fundamental classes being either a Deterministic Algorithm where all the variables are deterministic, or a Probabilistic or Stochastic Algorithm where some or all of the parameters are probabilistic.

Grouping dependent upon the presence of constraints could be conducted when constrained optimisation issues are liable to one or more constraints, while unconstrained optimisation issues are those without any constraints. Taking assembling procedure optimisation methods as an illustration, these could be split into two classes (Saravanan, 2006). The usual
optimisation procedures utilise immediate hunt and the angle look routines while smart optimisation systems utilize methods, for example, using genetic algorithms, simulated annealing, particle swarm optimisation, ant colony and tabu search. Recently, wise optimisation procedures have been connected effectively to comprehend diversity of complex optimisation issues.

In this research, two streamlining approaches will be used: Genetic Algorithm (GA) (Goldberg, 1989) and Particle Swarm Optimisation (PSO) (Kennedy and Eberhart, 1995). Their algorithms are briefly described in this chapter.

### 3.10.1 Genetic Algorithm Concept

Genetic Algorithm was invented by John Holland in 1965 (Holland, 1975), when he was studying the phenomenon of adaptation as it happens in nature and simulating the principle of natural genetics to solve specific problems (Mitchell 1998). It was used for determining the optimal solutions for an optimisation accomplished by investigative search and optimisation method applied in computing. This algorithm has been broadly applied to solve many engineering optimisation problems.

The explanation behind GA's extensive acknowledgement and application is its advantages over other approaches, some of which are:

- It does not require numerous prerequisites to execute, for example, derivative information or auxiliary knowledge
- The GA uses probabilistic transition rules as opposed to deterministic ones.
- The algorithm calculation works successfully as a global optimizer.
- During the search population focuses might be carried out in parallel rather than on a single point which can provide many possibilities simultaneously in efficient way.


### 3.10.2 Genetic Algorithms Description

Genetic Algorithms is an investigative inquiry and optimization technique that was developed in the field of biological natural development and genetics (Holland, 1975). As noticed, GA is a metaheuristic methodology which does not need numerical interpretations of the optimisation issue, however GA depends on an expense capacity or the cost function, so as to survey the wellness or fitness of a specific answer for the issue being referred to. Algorithms
of that kind give strong and effective finding in the population space. Figure 3.8 illustrates the flowchart of the fundamental Genetic Algorithm's operations.


Figure 3.8 Genetic Algorithms flowchart

As indicated in Figure 3.8 the GA will begin by:
First, initial population: possible result particles are pronounced by creating some individuals that make the first population of chromosomes as they are created arbitrarily where each one forms an alternate answer for the issue. The number of chromosomes controls the population in each generation.

Second, encoding: the issue is encoded into chromosomes that are placed in a set of strings, that leads every individual in population to be encrypted as a binary string holding an overall characterized number of bits (1's and 0's). A chromosome illustration is indicated in Figure 3.9 (a), where a chromosome is a show of qualities. Each gene has to change over to either 0 or 1, as demonstrated Figure 3.9 (b).


Figure 3.9 Chromosome

Third, Evaluation: each individual in the population is evaluated using the cost function. Each string expresses an answer and is allocated a wellness quality to decide the fitness of each string. The greater the value of fitness in the cost function of a string, the greater the probability of survival.

Fourth, reproduction: in this process best iterations are picked by positioning them as indicated in Figure 3.10 as per the past process, Evaluation process. This operation models the common "survival of the fittest" system. Fitter results survive and are duplicated into cutting edge while frail ones die.

| Chromosome 1 | Chromosome 5 |
| :---: | :---: |
| Chromosome 2 | Chromosome 8 |
| Chromosome 3 | Chromosome 2 |
| Chromosome 4 | Chromosome 3 |
| Chromosome 5 | Chromosome 1 |
| Chromosome 6 | Chromosome 6 |
| Chromosome 7 | Chromosome 7 |
| Chromosome 8 | Chromosome 4 |
| Chromosome 9 | Chromosome 10 |
| Chromosome 10 | Chromosome 9 |

## Figure 3.10 GA Reproduction

Fifth, crossover so as to make an alternate better group of individuals than the starting one. A mating methodology is completed among the fittest population in ascendance, since the relative wellness of every individual is utilized as a standard for decision. Subsequently, the chosen individuals are arbitrarily consolidated in sets of two off-springs by traverse parts of their chromosomes at a haphazardly picked position of the string. These pairs of off-springs should form a finer answer for the issue (Smith, 2002). Parent pair strings are cut at the same point and generations to come are generated by joining together corresponding qualities from them in a one-point crossover. On the other hand parents are cut at two places and later
generations are shaped by embedding the inside string from the first parent into the other parent and the other way around in a two-point crossover. Different sorts of crossover are available, for example, uniform, in which later generations are created by taking a specific number of parent genes from each one, with no exception on where these genes are located in the string set (see Figure 3.11).


Figure 3.11 Genetic Algorithms crossover types:
(a) One-point, (b) Two-point, and (c) Uniform

Sixth, Mutation: so as to give some variation to the procedure of creating individuals, arbitrarily picked strings bits are modified or triggered (as 0 's changed to 1 's and 1 's to 0 's). This process is identified as mutation and serves to accelerate joining and keeps away the population from being controlled by a minority.


Figure 3.12 GA mutation

This procedure is done several times while waiting for an end condition to be fulfilled. Basic ending conditions are (Kent and Williams, 1998):

1. A result is discovered that fulfils least criteria,
2. generation assigned number reached
3. Assigned cost plan reached for instance budgeted money or allocated time for computing.
4. The most fitness positioning results reached at a level such that in progressive results no more improvement can be achieved.
5. Manual examination.
6. Mixtures of ending conditions already mentioned.

By considering all of that, it guarantees that the result set is never unfilled. Nevertheless, it ought to be arrived at without too much or too little randomness by picking some level of mutation. The effective capability of GA improvement has meant that the strategy has been used for many optimisation purposes (Coverley and Staszewski, 2003; Kobayashi and Simon, 2005; Xu et al. 2010; Ohira et al., 2005).

### 3.10.3 The Concepts of Particle Swarm Optimisation

Particle Swarm Optimisation or PSO is a computational technique for stochastic optimisation by iteratively trying to improve a candidate solution and it relies on the movement and intelligence of the swarm to improve a candidate solution by certain quality measure. Bird flocking or fish schooling inspired the PSO concept as each individual in that swarm, called particles, moves around the solution area of the problem, searching for the best global solution among the best local solutions. As birds swarm search for food, each particle or bird looks randomly for a piece of food; they know how far away each bird or iteration is, but they do not know where is the food (global best solution). Once a particle or swarm member is nearest to the food it leads others to it (Al-Kanhal, 2010).

### 3.10.4 PSO Algorithm

Particle Swarm Optimization (PSO) (Kennedy and Eberhart, 1995) is a technique used for global optimization. PSO discovers the best answer for the issue that is treated as a point. Every particle is allocated a value according to the particle's position, in assessment of specific measurements. The best positioned particle observed conveys this position to other particles in the swarm. The swarm particles modify their own particular positions focused
around that position. The correspondence might be basic to the entire swarm, or be partitioned into locals which have their own 'bests'. Each known type of the PSO has particular and general features and qualities (Kennedy, 2006): First and foremost, every type or version utilizes a population of particles.

Secondly, every swarm has mathematical properties or topology representing the particle association within the particles. The traditional one, getting to be to some degree out of date yet broadly utilized, uses gbest and pbest. The gbest topology could be understood by observing a completely organized and associated population; that may be, each individual might be impacted by every other one. Typically, this implies that particles in PSO are influenced by the particle that has discovered the best issue result as such (the absolute best one among individuals). In this way however, gbest holds the best conceivable number of associations between sets of particles, in execution it truly just means continuing to notice the best result observed. The pbest topology is a loop cross section, where each individual is associated with the members of each set in the population. The benefit of this arrangement is that subpopulations can unite on differing optima in the search space independently. Subsequently the pbest topology, however regularly slower to merge on an ideal, is additionally less vulnerable to the charm of nearby optima; its hunt is slower and more exhaustive than gbest's.

Third, the standard for each individual is some decision of a change principle. The individual travels from side to side hunting in the population space, choosing a point at time $t$ that is reliant on its location at $t-1$, its last found best, and the past accomplishments of its neighbour. There is a standard equation for deciding the following checking point, however this has developed, and random number generators have been used by some analysts by deviating the search area from time to time avoiding trap in certain space of solutions to allow more accurate global best particle finding.

Fourth, the normal for all recognized PSO is the thing that may approximately be considered the interaction rule. Individuals treat their bests, and some other individuals' bests, as a benchmark that affects the next particle to be checked in the searching space. The way this particle position point is picked, may take after some of various conceivable conditions and the rundown of principles is developing as specialists push the boundaries in this new searching area.

Considering the former criteria in execution, Clerc and Kennedy (2002) demonstrated the basic assertive type of the PSO, as indicated in Figure 3.13 and Figure 3.14, where particles are appointed with random generated positions $x(t)$ and speeds $v(t)$ and a wellness capacity is assessed, utilizing the PSO.


Figure 3.13 Concept of modification of a searching point by PSO

A function equation can affect positions and velocities that examine new particles with respect to the following two equations individually:

$$
\begin{equation*}
v(t+1)=w v(t)+\varphi_{1} r_{1}(\operatorname{pbest}(t)-x(t))+\varphi_{2} r_{2}(\operatorname{gbest}(t)-x(t)) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
x(t+1)=x(t)+v(t+1) \tag{3.8}
\end{equation*}
$$

At the point when a particle finds sort of pattern that is superior to any it has discovered before, it saves the directions to pbest(t). The dissimilarity between pbest (the best point observed until this moment) and the present position is randomly combined to the present velocity, creating the route to waver nearby that point. In addition to that, every particle is characterized inside a boundary of a region containing the same point and some different particles. The random weighted subtraction between the global best position gbest $(\mathrm{t})$ and the present position is additionally added to the velocity, altering it for the following step. These changes to the particle's position development within the space leads it to find nearby the two best points as demonstrated in equation Eq (3.7).
where w is the weight called inertia weight, that is substituted as a constant value or associated with time linearly, $\varphi 1$ and $\varphi 2$ are arbitrary positive unchanged constants named
"cognitive" and "social" parameters, both represent the impact of the two diverse swarm memories, and r 1 and r 2 are randomly generated numbers between 0 to 1 . Once the velocity has been figured, the positions are calculated by the relation Eq (3.8).


Figure 3.14 Typical flowchart for Particle swarm optimization

GA and PSO both have level of similarity and some differences as revealed earlier in this chapter these are briefly summarised in the following table 3.1.

Table 3.1 GA and PSO comparison

|  | GA | PSO |
| :--- | :--- | :--- |
| 1. | Based on survival of the <br> fittest | All its particles are kept as members of the <br> population through the course of the run. <br> All particles remain and are considered as <br> population members during execution. |
| 2. | selection process is <br> considered | no selection process considered |
| 3. | uses crossover algorithm | The change to the best $p(\mathrm{t})$ and $\mathrm{g}(\mathrm{t})$ is <br> theoretically like the crossover process. |
| 4. | mutation algorithm is used | Steadiness is attained over the inertial weight <br> (w) |

### 3.11 Summary

This chapter has revealed the most used elements in this research. All of them began with the tools used during data collection analysis out of arena simulation model report. Regression and correlation as techniques are missioned as that can be handled by SPSS for such gathered figures. LM is an alternative if a high error level is briefly described, while ANFIS can be more accurate. Arena can be used to generate stochastic 'what if' scenarios that facilitate studying deferent operation situations and strategies that relate to the airport terminal authority. That all together can allow input to be fed into described optimisers (GA or PSO) to show the decision making tool upon the cost function generated.

## Chapter 4 Airport Survey

### 4.1 Survey Introduction

In the last few decades, the advancement of airport passenger terminals' administrationrelated measures have been one of the significant issues for airport operators, in the development of level of service (LOS) in particular. This has persuaded various LOS improvements via air transportation offices, together with FAA or the Federal Aviation Administration (Lemer, 1988; Airports Council International, 2000; Correia et al., 2008a; Correia et al., 2008b).

Regardless of the pressure on these operators or organizations, the proposed LOS benchmarks and techniques have been the subject of assessment by experts. One of the fundamental issues is the absence of traveller data or "lack of passenger input". A few studies have likewise been embraced to create routines for LOS assessment considering clients' observations or passengers' views. A large portion of them have presented outcomes dependent upon poor input data, and were not fit to be given a high level of importance for checking and criticizing the hypotheses considered.

Furthermore, most research work kept tabs on distinct elements of the airport traveller terminal (BHS, check-in counter, flight lounge, etc.), ignoring the 'in general' assessment. A wide measure reflecting the terminal overall (e.g., LOS) for a given sort of traveller (e.g., arriving) might be helpful in setting up, operating, configuring and administrating levels. With this kind of measure, it might be feasible to recognize the level of significance credited to distinct elements by travellers, and to prioritize some development needs over others.

Moreover, it might give a measure to examine different airport terminals with the end goal of evaluating their efficiency. The key challenge when creating an 'in general' measure is the data gathering. It is generally easy to gather attributes of distinct resources (e.g., the queuing time at the passport check counter) instead of getting in general measures (e.g., total waiting time in the airport by each passenger). A few issues must be tackled before an examination attempt is created to gather overall measures. It is the motivation behind this study to give a technique to such an attempt, representing it with an investigation of the King Abdul-Aziz international airport that will be modelled later upon the output of this survey.

A comprehensive review and evaluation of past studies on LOS has been introduced in Correia and Wirasinghe (2004). Mumayiz and Ashford (1986) proposed a perceptionresponse idea, utilizing graphical presentations developed from traveller reactions regarding the LOS gathered from some airports in the UK. Omer and Khan (1988) engaged the idea of a utility hypothesis to create a relationship between characteristics of resources and facilities like waiting time or space available and client reactions ( 0 or 1 ) about the LOS presented. A psychometric scaling procedure was conducted by Müller and Gosling (1991) to acquire a quantitative measure of LOS that could be employed within a relationship like the one created by Omer and Khan (1988).

Seneviratne and Martel (1991) created LOS principles for a few elements of the runway traveller terminal. The determination of the most significant parts and measures was dependent upon a study of Canadian runways (Martel and Seneviratne, 1999). Ndoh and Ashford (1993) utilized hypotheses of observation and scaling to assess LOS on runway access, utilizing 12 characteristics like cost, comfort, access to information and so on.

Park (1994) employed fuzzy logic to determine LOS measures for particular elements of the airport terminal. The approach was connected to the Seoul Kimpo Airport. Yen (1995) conducted a review of Austin Municipal Airport in Texas, USA. He connected paired "logic" models to gauge a "long" model and a "short" model. The approach anticipates the probabilities that a traveller rates service on the basis of identified time measures. Yen et al. (2001) displayed a quantitative model to characterize the level of service at airport terminals. The model utilized fuzzy logic to associate subjective service rankings to time estimations of related waiting or service procedures.

Fernandes and Pacheco (2002) used data envelopment assessment to assess the capacity of some Brazilian airports, taking into account a few operational parameters e.g., number of check-in counters, normal space accessible for every traveller, and so on. Magri and Alves (2003) assessed the LOS presented by a number of Brazilian airports as a capacity of 36 subjective parameters proposed by the Airports Council International (ACI) (Airports Council International, 2000).

### 4.2 Facilities and characteristics of the airport terminal

The terminal area is the main crossing point connecting the runway and the rest of the airport. It is divided into three areas based on its functionality as has been described by Horonjeff et al. (2010) and activities which can be listed as:

- The access area - where the traveller exchanges from the access mode to the traveller handling and processing area. Parking, loading and unloading of travellers are done within this functional area.
- Processing - where the traveller is handled in the beginning, end, or in-between of his transportation journey. The essential exercises in this area are ticketing, check-in, luggage collection, seat arrangement and allocation, security check, administration and security.
- The flight edge - where the traveller exchanges from the processing region to the airplane. The exercises that happen here incorporate gathering, movement to and from the airplane, and boarding and unloading passengers.

To give an overall LOS assessment, it is important to point out the kind of movement being referred to. Travellers might be separated into three sets as stated by their movement nature: arriving, departing, and transfers. Every one of these sets will have a dissimilar collection of necessities and requirements and, as a rule, will even make utilization of certain resources. For example, travellers in departing mode will not make utilization of the baggage claim resources, and arriving travellers will not utilize the check-in area.

Subsequently, every movement type will have a LOS record which as an overall index includes the traveller's full terminal experience rather than simply evaluating one resource office or facility. In this survey, just-arriving international passengers are studied; nonetheless, the strategy displayed in this survey can likewise be connected to assess the LOS for departing (de Barros et al., 2007). Also, this examination focuses on operational parts of the terminal: therefore, any different segments situated outside of the terminal building are not dealt with.

Correia and Wirasinghe (2004) and Correia et al. (2008a; 2008b) considered the below listed factors in extracting the performance measures that evaluate the airport terminal:

- Curbside.
- Immigration and passport check.
- Baggage claim.
- Security checking area.
- Arrival lounge.
- Circulation regions (hallways, stairs, lifts, and so forth.).

Lastly, this survey introduces a generally LOS assessment as a capacity and functionality of the listed elements which inspired the prepared study:

1. Processing time experienced in the airport terminal: Total processing time required for passport control unit processing, customs inspection, luggage claiming and any other resources in the airport.
2. Delay in the airport terminal: Service times: check-in, baggage claim, waiting times, variability of wait, etc.
3. Comfort Cleanliness in the airport terminal: This concerns lighting and congestion level of waiting areas/lounges, and ambience of the airport as a whole.
4. Courtesy of staff in the airport terminal: Helpfulness, support and courtesy of the terminal employees. Accessibility and facilities for the disabled.
5. Convenience in the airport terminal: Availability/accessibility of trolleys, washrooms, shops, restaurants, money exchange, cash machines, luggage carts, and rental facilities trolleys.
6. Information visibility: Clearness and/or frequency of information display for flights, airport facilities and signposting. Flight information display system (FIDS).
7. Security: Satisfaction and feeling secured about security facilities and airport safety factors.
8. Service: Service "justice" (first in, first out), spatial logic, signing or sightlines reasonableness.

Four LOS measures are incorporated in the examination, as they have been distinguished as extremely significant for travellers (Corrie et al., 2005): "walking distance, total time, orientation and security environment". The security environment factor varies essentially from security screening. Security environment depends on the clients' recognitions of security all around the terminal facilities. This is a subjective variable, which may impact on the in
general LOS to a certain degree. Then again, security screening depends on the nature of the experience of the traveller when being checked at the security x-ray screening area.

Although some elements do not seem to be directly handled by the airport management company or the operator, they could have significant influence throughout the design and management phases. As an example, check-in counters are sometimes managed by airlines however they are typically planned and designed by the operators themselves. Moreover, in several countries the operator is answerable for allocating check-in areas consistent with demand priorities. The following are short details of the elements and measures that are studied.

### 4.3 Enplaning curb side

The curb side component is the crossing point between the terminal building and the ground transportation framework. High activity volumes and peaks, in addition to the complex streams of blending individuals and vehicles, may bring about far-reaching movement congestion at the curb side region. This may thus cause annoyance, disappointment, and suspension to travellers in large airports. Arbitrary standard requirements in various airports may prompt oversized or undersized offices. The airport group is, for that reason, intrigued by an approach that could prompt rational standards (Sodium, 1994).

### 4.4 Passport control process and immigration

The immigration department is responsible for passport control in airport terminals by permitting entry to the country. This will need to include checking and verifying passports, work permits, landing cards, Visit/Hajj/Umrah visas by using four databases (as listed by Shanks et al., 2004): the biometric/passport database, airport security database, police database, and immigration database. Shanks et al. (2004) concluded that databases should be integrated to attain better performance.

### 4.5 Baggage Handling System

The airport operator or the airport authority does the baggage handling administration for the carriers. Baggage Handling System (BHS) is progressively robotized and automated by utilizing the barcode tags to distinguish and control the luggage by computer system, and
failures can originate from the mechanical conveyor and electric supply. For instance, Heathrow Airport has a framework with a cost of $£ 42$ million. This was introduced between 1995 and 1998 by BAA with a length of 1.4 km that started from terminal 1 to terminal 4 . The conveyer generally has a width of 0.9 m and such a framework can distinguish items by carrier, flight no, and traveller. Additionally, the baggage make-up region is a crucial area for the departure and arrival process (Edwards, 2004). Edwards gave more details about the baggage system.


Figure 4.1 Baggage Handling System in terminal 4 of Heathrow Airport (Edwards, 2004) (baa.com, 2007) (aviationexplorer.com, 2007)

### 4.6 The Hajj Complex at King Abdul-Aziz Airport

This piece of architecture was designed by Skidmore Owings and Merrill in 1985. The terminal is known to be occupied during Hajj time or the pilgrimage period of the last month in the Islamic Hijri lunar year. The flights are scheduled a month before the Hajj starting date; only arrival flights form the traffic during that period. Then after Hajj performing time the departure mode is set up in the terminal. All scheduled flights are departing from the terminal. Six to eight weeks is the Hajj season terminal occupation. The passenger flow is
naturally lit and a ventilated open-air structure. Recently, in 2007 PPMDC company was formed in partnership with Aéroports de Paris and was granted a 20 years' BTO contract with the Saudi Government. BTO stands for Build Transfer Operate as part of the Saudi privatization preparation to ensure a better service and launch a new benchmark of customer orientation in that particular area. They air-conditioned and developed the structure by dividing the terminal into modules to allow a better level of management (see figure 4.2).


Figure 4.2 The PPMDC offered a development design based on visual contact and guidance for passengers (through diverse colours).

The terminal is divided into five modules with a different colour for each module from the aircraft PBBs (Passengers Boarding Bridges) up to the passenger bus pick up area outside the terminal; these are distinguished easily by passengers for easy reference and guidance.


Figure 4.3 Ground floor of the Hajj terminal shows the five different modules.

Therefore, the Hajj Terminal is dedicated to be an international entry for pilgrims worldwide. Lately, it has been utilized for Umrah ('short pilgrimage' or 'lesser pilgrimage') seasons.

The design makes reference to the tented structures inspired by the culture and the history of the region. The terminal can handle up to 80,000 passengers at any time with a total area of 190,000 square meters. In 1990, the terminal gained an Aga Khan Award for building design for the way it satisfied the needs of international air transportation with a spiritual aspect.

### 4.7 Baggage claim

The baggage claim area (or baggage reclaim) in airport terminals is an area where arriving travellers claim checked-in baggage after landing from their airline flight. Commonly, the baggage claim area consists of conveyor systems or baggage carousels. To report missing baggage or to claim oversized baggage, the baggage claim area usually includes an airline's customer service desk. The baggage claim area is an area which comes after the immigration and passport check counters in international airports. Where conveyers are allocated and assigned for each flight depends on how far it is from the gate for the arrival flight in large airport terminals like this case. The Hajj terminal has the advantage of ten baggage conveyor belts with usability for both departure and arrival baggage with adding portable check-in counters. The baggage claim system can be either a single-level system or a multi-level system. In the former the items are delivered from a door or a hole in the wall while the latter has a feeder from either above or below the existing floor (see figure 4.4).


Figure 4.4 single-level system (left) and multi-level system (right).

### 4.8 X-ray Security screening

The main purpose of this area is detecting and preventing explosive or illegal items from entering the country in the arrival mode of the passenger process flow. Weapons, drugs and money are examples of unauthorized items.

The reason for screening of travellers before departure is to detect and prevent the carrying of items which could be harmful as a weapon or generally represent a danger to flight security. To accomplish that objective, it is important to examine the travellers, their portable items and baggage, in a way that is not too intrusive as that could reasonably be found to bring a large amount of anxiety and distress to the traveller. Moreover, the screening procedure must be quick and efficient so as to keep it away from a bottleneck in the traveller stream.

Security lanes are the typical models for traveller security checkpoints in most international airports. Each one of the security lanes contains an X-ray scanner. Travellers are asked to go through the magnetometer, which alerts if a metal item is discovered. The traveller's lightweight things - , for example, satchels, smart phones, small packs - are examined by the X-ray. The channels are installed at entries to the areas of access to the boarding gates, making a "protected" zone where all boarding gates are available and reachable just to individuals who have been screened.

### 4.9 Departure lounge

The departure lounge is known as an area that gathers and assembles passengers prior to their flight, allowing them to wait for their boarding time. It is usually designed to contain some boarding passengers before their departure (in 15 min ), with the assumption that is the aircraft boarding time for the aircraft. The lounge should have the capacity for hosting these waiting passengers despite the fact that not all will need to wait there. Sophisticated procedures for planning departure lounges have been talked about in Wirasinghe and Shehata (1989) and de Barros and Wirasinghe (2002). It is a necessity to permit only checked-in passengers in these lounges.

### 4.10 Circulation areas

Commonly, the circulation area component is taken into account as an issue and analysed using measures and standards, such as those offered by IATA (International Air Transport Association, 2004). The passenger's walking distance, the pace, the number of changed level and the level of interference the passenger comes across while walking are important measures in the evaluation of this area.

### 4.11 Concessions

Seneviratne and Martel (1991) discovered that approachability to services and facilities is the second most important indicator of performance in waiting areas in their passenger survey. The survey included rest rooms, restaurants and retail outlets.

### 4.12 Walking distance

One of the things that is least understood is the effect of walking in terminals, found to be the most significant and most controversial aspect. In some airports, walking distances, particularly for transfer travellers, turn out to be very long. Numerous analysts have utilized it as a critical measure of LOS or the level of service for a terminal: de Barros and Wirasinghe (2003), de Neufville et al. (2002), Correia (2008a, 2008b), Bandara and Wirasinghe (1992) and Seneviratne and Martel (1991). In spite of the fact that its significance as a measure is known, there is no valid study to assess the influence of the walking distance on the LOS by considering passenger opinions.

### 4.13 Orientation

Hart (1985) defined orientation as a passenger's discernment of nearby positions while passing through whether on foot or using a supporting object like a car. Passenger dissatisfaction, inconvenience, disappointment, frustration and delays are some observed consequences of airport poor orientation systems. Obviously, there is a relationship between orientation and walking distance. Progressed methodologies for measuring orientation have been suggested by Dada and Wirasinghe (1999). An essential methodology for measuring the LOS orientation has been offered by Dada and Wirasinghe (2002).

### 4.14 Total time

Lowering travel time between departure point and destination location is the primary playing point of air transportation compared with other modes of long distance transportation. Summation of access time, terminal time and airtime generates the total travel time. The access time is an issue, which has a high significance. In some incidents, the access time goes beyond the air time (for example on a 500 km flight between two large city airports, the time spent in the airports can be twice the air journey).

### 4.15 Theoretical framework

It is helpful to examine the diverse hypotheses on which the methodology for overall LOS can be built as it is inspired by Correia et al. (2008a) and Correia et al. (2008b). For a weighted average methodology it is expected that travellers consolidate their encountered observation at diverse terminal segments into a weighted average of individual LOS. A key step in this strategy is deciding the weights connected with each one segment, which means, their comparative significance as appointed by travellers. These weights are of high significance for operation supervisors and planners, in light of the fact that they will permit them to centre their consideration on the most significant segments.

By applying this consideration, an awful traveller encounter in a given segment might be offset by a great encounter in a different one. An additional method that could be used for overall LOS assessment is dependent upon the greatest LOS assessment. Thus, it is expected that travellers assess the overall terminal LOS as stated by the greatest LOS value encountered in any of the terminal segments. Bearing that in mind, a traveller encountering LOS A at passport check, however LOS C for all remaining segments, will even now appoint LOS A to the overall terminal level of service.

The inverse of this methodology is to accept that travellers assess their overall terminal LOS as stated by the worst encounter they confront. For example, if a traveller encounters LOS A for all segments, with the exception of baggage claim, where encounters a LOS E, overall terminal experience will be assessed as LOS E.

In spite of the fact that these two assumptions are basic in nature, they speak to elective ideas to the weighted normal methodology, which needs data (weights) that are not easy to accumulate. A change to the greatest and least LOS methodologies might be utilizing noticeable measures of LOS, for example, mode, average or mean. Assume for terminal segments, we can get a vector speaking to LOS assessments for all the distinctive parts, e.g., V :(A, C, D, A, A, B, D, A)
This vector could deliver LOS assessments for an arriving path:
Passport check (LOS A), baggage claim (LOS C), X-ray (LOS D), etc.

The most used value found in the above vector is LOS A (four times), which can be the modal value. The average is between A and B , and the mean may be calculated just if numerical qualities are given out to the letters. By chance, LOS A is additionally the greatest LOS value yet that may not be the situation for different cases.

The minimum quality (LOS D ) is a long way from the mode and happens for only two segments. The injustice of applying the base LOS value method for this assessment is obvious, particularly if the part spoken about by LOS D is not "that significant " as stated by client observations. The mode, average and mean quality methodology can likewise show disapproval dependent upon a relative weight viewpoint; the facts may prove that the most used LOS value really speaks about segments that do not have high weights as stated by travellers' opinions.

In spite of the fact that the weighted average methodology is more sophisticated, requiring data that are generally not easy to acquire, it has the ability to speak about an adjusted and satisfactory overall LOS assessment. This is the methodology utilized as a part of this chapter. In this manner, a suitable approach needs to be advised to focus the relative weights of distinctive parameters from the client's perspective.

### 4.16 Additive approach

The additive approach is used for acquiring the composite equations expressing the overall level of service for the inspected terminal. By applying this approach, the composite comparison might be created as:

$$
\begin{equation*}
\operatorname{LOS}(\text { Overall })=\sum \mathrm{w}_{\mathrm{i}} \operatorname{LOS}\left(\mathrm{X}_{\mathrm{i}}\right) \tag{4.1}
\end{equation*}
$$

Where $w_{i}$ are positive weights around the terminal parts or segments and characteristics, $X_{i}$ (passport check counter, baggage claim, total time, walking distance, and so on). This function facilitates the divided contributions of the distinctive attributes to acquire the collective level of service assessment. It is the most recognized of the multi-quality representations, and it is dominant due to its significance to some genuine issues and its relative unfussiness (Keeney and Raiffa, 1976). It has to be said that the utilization of the weighting plan is conceivable if certain associations are found. These are identified to be the
idea of worth independence and are characterized by the associated explanations (Pardee et al., 1969):

The relative significance of fulfilling separate qualities or attributes does not rely on the different levels to which every attribute has itself been fulfilled. Noticeably, their relative significance is considered as being steady in this matter. The specific rate at which improved fulfilment or satisfaction of any given characteristic or attribute helps total value is independent of the level of satisfaction attained on that and different characteristics. Such rates are viewed as steady. The rate at which management might be ready to swap reduced satisfaction on a single characteristic or attribute for improved satisfaction on different attributes, to protect the same overall satisfaction value, is independent of the level of satisfaction already attained by some or every characteristic or attribute.

There are a few methodologies that could be useful to check whether the illustrative variables are additive independent and if each two qualities or attributes are irrelevant of each other's. Utilization of examination of association will be made between variables to focus on the level of multi-collinearity between them as suggested by Miles and Shelvin (2001). Assuming that it is found that the variables are not free of one another, the examiner must deal with decreasing the dimensionality of the issue (Keeney and Raiffa, 1993)

### 4.17 Weighting values

Weighting functions have been applied in the earlier studies through a range of reachable techniques, including rating, ranking and pair wise comparisons. The ranking approach is helpful for getting the most essential quality in a given set. On the other hand, it is not able to give the quantitative selections to alternate characteristics. The use of this system to LOS evaluation has been examined by Muiller and Gosling (1991). Another approach to work out this problem might be the use of the rating; nonetheless, it is not clear if travellers can significantly and seriously answer questions requesting them to appoint relative qualities to broadly distinctive measurements.

The pair wise approach for comparison is more mature and can conquer the challenges connected with the rating and ranking approaches as it is recognized as an analytical hierarchy process (AHP) (Taylor, 2012), (Taha, 2010).

The core of the AHP system is the report of the relative weights. Expecting that to work with n criteria, the method secures an $\mathrm{n} \times \mathrm{n}$ pair wise comparison lattice that reveals the decision of the relative significance of the diverse criteria. These comparisons are created utilizing a preference scale, which allocates numerical qualities to diverse degrees of preference. From the utilization of the three techniques, it is clear that the pair wise examination is likewise a great technique for acquiring significant relative weights of the segments. Nonetheless, its data requirements are huge to the point that it can be hard to implement.

The proposed approach can get weights without essentially asking travellers direct questions. This technique could be clarified by the next associated sample.

In a situational study, participants are approached to state LOS evaluations for each of the eight attributes offered (Processing time, Delay, Comfort Cleanliness, Courtesy of staff, Convenience, Information visibility, Security, Service and so on.) in addition to an overall LOS evaluation. At that point, a regression might be fitted as:

$$
\begin{equation*}
\operatorname{LOS}(\text { Overall })=\mathrm{w}_{1} \times \operatorname{LOS}\left(\mathrm{A}_{1}\right)+\mathrm{w}_{2} \times \operatorname{LOS}\left(\mathrm{A}_{2}\right)+\cdots+\mathrm{w}_{8} \times \operatorname{LOS}\left(\mathrm{A}_{8}\right) \tag{4.2}
\end{equation*}
$$

where $\operatorname{LOS}$ (overall) is overall LOS measure; $\operatorname{LOS}\left(\mathrm{A}_{1}\right), \operatorname{LOS}\left(\mathrm{A}_{2}\right), \ldots, \operatorname{LOS}\left(\mathrm{A}_{8}\right)$ is $\operatorname{LOS}$ evaluations for individual components; $w_{1}, w_{2}, \ldots, w_{8}$ are weights. The weights, $w_{1}, w_{2}, \ldots$, $w_{8}$, are the parameters of the regression mathematical representation, which might be found by the ordinary least squares (OLS) technique. Therefore, the weights are "revealed" by the travellers' observations of the relative significance of each element.

### 4.18 Data collection

A comprehensive traveller survey was carried out keeping in mind the aim to acquire participant observation upon the level of service. A revealed preference procedure was utilized, implying that the inquiries concerned the assessment of real encountered experiences. Questionnaires and interviews were done in the terminal plaza, just minutes after the experience of the arrival passenger flow process.

### 4.19 Questionnaires

A set of logical steps that should be adapted to create a high-quality questionnaire, as proposed by Aaker et al. (1998), was taken into consideration. A review was made of various airport studies through some journals (Lemer, 1988; Airports Council International, 2000; Correia et al., 2008a; Correia et al., 2008b). A pilot study was done and feedback taken from academia and participants at the King Abdul-Aziz international airport - Hajj terminal. A few alterations were prepared, and the enhanced survey was carried out in the end of the year 2011 (end of 1432 Hijri year) on the 11th and 12th of the Hijri year.

Essential improvements are considered such that few variables are required to be available in the LOS assessment and trimming spent in each component or segment. These modified variables were ideas given by the passengers to the survey conductor: These variables were recommendations made via airstrip clients to the questioners: getaway time, total delay in the terminal, and vaccine time.

### 4.20 Case study of Hajj terminal at King Abdul-Aziz Airport international airport

King Abdul-Aziz international airport handled almost 18 million passengers in 2012 (jedairport.com), making it one of the busiest airports in the Middle East. The design view of the terminal buildings is presented in Figure 4.3- Figure 4.5. The terminal buildings are designed as five modules with ten jet ways first one is equipped for airbus 380 . There are some commercial stores and services, such as restaurants and banks, in the Plaza area.


Figure 4.5 First floor layout of the Hajj terminal buildings

### 4.21 Summary of responses

A hundred passengers were interviewed in a survey at the Hajj terminal of King Abdul-Aziz international airport; the survey was carried out in October 2011. The pilot survey was carried out initially, where 19 passengers were interviewed. Passengers were interviewed after their arrival at the end of the process. All the passengers were international travellers and intending to perform Hajj in Makkah. The result is presented in percentages as shown in Table 4.1.

Table 4.1 Table Distribution of responses in the Hajj terminal.

| Category | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | ¢ $\vdots$ $\vdots$ $\vdots$ $\sim$ | $\begin{aligned} & \text { 亏े } \\ & \text { Bion } \\ & \text { ì } \end{aligned}$ | 7 8 80 $i+1$ $i$ | 華 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. Processing time in the airport terminal | 0 | 0 | 42.9 | 35.7 | 21.4 |
| 2. Delay in the airport terminal | 7.1 | 3.57 | 39.3 | 32.1 | 17.9 |
| 3. Comfort Cleanliness in the airport terminal | 3.6 | 7.14 | 21.4 | 35.7 | 32.1 |
| 4. Courtesy of staff in the airport terminal | 3.7 | 3.7 | 22.2 | 44.4 | 25.9 |
| 5. Convenience in the airport terminal | 0 | 22.2 | 25.9 | 29.6 | 22.2 |
| 6. Information visibility | 0 | 14.8 | 22.2 | 48.2 | 14.8 |
| 7. Security | 0 | 0 | 18.5 | 48.2 | 33.3 |
| 8. Service | 0 | 11.1 | 11.1 | 55.6 | 22.2 |
| 9. Overall LOS | 0 | 2.38 | 35.7 | 45.2 | 16.7 |

Out of the total passengers, $89 \%$ were male and $11 \%$ were female. A Minor portion of results (8) were found to be insufficient and removed from the calculation. It can be seen from Figure 4.6 that the LOS evaluations are not uniform along with different characteristics. Nonetheless, the overall LOS evaluations are approximately relative to each LOS attribute. This relativity implies that the hypotheses proposed may be logical. After that, the relationship function is explained and identified.


Figure 4.6 Percentage of terminal rating responses. Categories (LOS Ratings): 1unacceptable; 2-poor; 3-regular; 4-good; 5-excellent.

### 4.22 Data analysis

As earlier assumed, an examination will be performed between the overall LOS passenger evaluations (1-5) and LOS passenger evaluations (1-5) for distinct parts and qualities by regression. However, a few from the earlier process must be remade. This process incorporates adapting a statistical study to verify the in-between correlations, the importance of parameters, and the fitness of the model.

### 4.23 Correlation among variables

An issue regularly experienced in multi regression is multi-collinearity, or the measure of "overlapping" data about the dependent variable that is given by a few independent variables (Taylor, 2012). This issue normally happens at the time when the independent variables are strongly connected or correlated. The relationship variable determines the level
of collinearity between two factors. A perfect (linear) negative relationship occurs if the correlation equals -1 ; on the other hand a perfect (linear) positive relationship happens if the correlation equals +1 . Nonlinear relations can be represented with a correlation of 0 as correlations between all rating measures using Pearson correlation are illustrated in table 4.2.

Table 4.2 Correlations between all rating measures using Pearson correlation.

|  |  | $\begin{aligned} & \text { O } \\ & \text { E } \\ & \text { E } \\ & \text { E } \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Bे } \\ & \hline 0 \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 5 \\ & 5 \\ & 6 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |  |  | $\begin{array}{r} \text { ๕ } \\ \stackrel{y y y y}{む} \\ \hline \end{array}$ | $\begin{aligned} & \text { n } \\ & 0 \\ & 3 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Processing time | Pearson Correlation | 1 | . $527{ }^{* *}$ | . 224 * | . $589{ }^{* *}$ | . $579 *$ | . 403 ** | . $327{ }^{* *}$ | . $287^{* *}$ | . 713 ** |
|  | Sig. (2-tailed) |  | 0 | 0.04 | 0 | 0 | 0 | 0 | 0.009 | 0 |
|  | N |  | 84 | 84 | 81 | 81 | 81 | 81 | 81 | 84 |
| Delay | Pearson Correlation |  | 1 | -0.064 | $.432^{* *}$ | . 480 ** | . $427{ }^{* *}$ | 0.19 | -0.06 | . $543 * *$ |
|  | Sig. (2-tailed) |  |  | 0.563 | 0 | 0 | 0 | 0.08 | 0.611 | 0 |
|  | N |  |  | 84 | 81 | 81 | 81 | 81 | 81 | 84 |
| Comfort Cleanliness | Pearson Correlation |  |  | 1 | . $545^{* *}$ | . $2922^{* *}$ | . $322{ }^{* *}$ | . $516^{* *}$ | 0.14 | . 332 ** |
|  | Sig. (2-tailed) |  |  |  | 0 | 0.008 | 0.003 | 0 | 0.214 | 0.002 |
|  | N |  |  |  | 81 | 81 | 81 | 81 | 81 | 84 |
| Courtesy of staff | Pearson Correlation |  |  |  | 1 | . $468{ }^{* *}$ | . $568{ }^{* *}$ | . $628^{* *}$ | . $461{ }^{* *}$ | . $606 * *$ |
|  | Sig. (2-tailed) |  |  |  |  | 0 | 0 | 0 | 0 | 0 |
|  | N |  |  |  |  | 81 | 81 | 81 | 81 | 81 |
| Convenience | Pearson Correlation |  |  |  |  | 1 | . 656 ** | . 489 ** | . 260 * | . $562{ }^{* *}$ |
|  | Sig. (2-tailed) |  |  |  |  |  | 0 | 0 | 0.019 | 0 |
|  | N |  |  |  |  |  | 81 | 81 | 81 | $81$ |
| Information visibility | Pearson Correlation |  |  |  |  |  | 1 | .491** | . $368{ }^{* *}$ | . 450 ** |
|  | Sig. (2-tailed) |  |  |  |  |  |  | 0 | 0.001 | 0 |
|  | N |  |  |  |  |  |  | 81 | 81 | 81 |
| Security | Pearson Correlation |  |  |  |  |  |  | 1 | . $567{ }^{* *}$ | . $467{ }^{* *}$ |
|  | Sig. (2-tailed) |  |  |  |  |  |  |  | 0 | 0 |
|  | N |  |  |  |  |  |  |  | 81 | 81 |
| Service | Pearson Correlation |  |  |  |  |  |  |  | 1 | 0.16 |
|  | Sig. (2-tailed) |  |  |  |  |  |  |  |  | 0.155 |
|  | N |  |  |  |  |  |  |  |  | 81 |

**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

The addition or subtraction of variables should be made carefully. A model can turn out to be non-representative for the reason that significant variables are counted or unacceptably taken out. Furthermore, every airport might have a distinctive model requirement, which can be a function of financial, operational and socio-economic attributes. The connection between
these attributes variables is significant, yet it is not by any means the only criterion for addition or subtraction of those variables in the model.

The greatest correlation value was located between the evaluations of overall LOS and processing time. The cause behind this is that arrival travellers take a long time during their flight journey and the airport handles a high capacity of international passengers. There are additionally quite strong correlations found between the courtesy of staff and security, between overall LOS and courtesy of staff and between information visibility and convenience.

### 4.24 Composite evaluation

The evaluations of the attributes are collected as:

$$
\begin{array}{r}
\text { LOS(Overall) }= \\
\mathrm{w}_{0}+\mathrm{w}_{1} \times \text { LOS(Processing time) }+\mathrm{w}_{2} \times \text { LOS(Delay) }+\mathrm{w}_{3} \times \text { LOS(Comfort Cleanliness) }+ \\
\mathrm{w}_{4} \times \text { LOS(Courtesy of staff) }+\mathrm{w}_{5} \times \text { LOS(Convenience) }+\mathrm{w}_{6} \times \text { LOS(orientation) }+ \\
\mathrm{w}_{7} \times \text { LOS(Security) }+\mathrm{w}_{8} \times \text { LOS(Service) } \tag{4.3}
\end{array}
$$

Where LOS (overall) is overall airport terminal LOS evaluations; LOS (Processing time), LOS(Delay), LOS(Comfort Cleanliness), LOS (Courtesy of staff), LOS (Convenience), LOS (orientation and Information visibility), LOS (Security) and LOS (Service) is LOS evaluations for every single characteristic or attribute; $w_{0}$ is intercept; and $w_{1}, w_{2}, w_{3}, w_{4}$, $w_{5}, w_{6}, w_{7}$ and $w_{8}$ are coefficients or parameters of the mathematical equation as exposed in tables 4.3-4.6 out of the SPSS by entering questionnaires results.

Table 4. 3 Variables Entered/Removed ${ }^{\text {b }}$

| Model | Variables <br> Entered | Variables <br> Removed | Method |
| :--- | :--- | :--- | :--- |
| 1 | W1, W2, |  | Enter |
|  | W3, W4, |  |  |
|  | W5, W6, |  |  |
|  | W7, W8 ${ }^{\text {a }}$ |  |  |

a. All requested variables entered.
b. Dependent Variable: Overall

Table 4. 4 Model Summary

| Model | $R$ | $r$ <br> Square | Adjusted <br> $R$ <br> Square | Std. <br> Error of <br> the <br> Estimate |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 |  |  |  |  |  |

a. Predictors: W0, W1, W2, W3, W4, W5, W6, W7, W8

Table 4.5 ANOVA ${ }^{\text {b }}$

| Model |  | Sum of Squares |  |  | $d f$ | Mean Square | $F$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Regression | 30.117 | 8 | 3.765 | 21.304 | $.000^{\mathrm{a}}$ |  |
|  | Residual | 12.723 | 72 | 0.177 |  |  |  |
|  | Overall | 42.84 | 80 |  |  |  |  |

a. Predictors: W0, W1, W2, W3, W4, W5, W6, W7, W8
b. Dependent Variable: Overall

Table 4. 6 Coefficients ${ }^{\text {a }}$

| Model |  | Unstandardized Coefficients |  | Standardized Coefficients | $t$ | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | B | Std. <br> Error | Beta |  |  |
| 1 | W0 | 0.465 | 0.369 |  | 1.262 | 0.211 |
|  | W1 | 0.562 | 0.09 | 0.607 | 6.275 | 0 |
|  | W2 | 0.074 | 0.071 | 0.109 | 1.048 | 0.298 |
|  | W3 | 0.043 | 0.067 | 0.063 | 0.636 | 0.527 |
|  | W4 | 0.055 | 0.091 | 0.073 | 0.6 | 0.551 |
|  | W5 | 0.001 | 0.07 | 0.001 | 0.008 | 0.993 |
|  | W6 | 0.035 | 0.078 | 0.044 | 0.452 | 0.653 |
|  | W7 | 0.281 | 0.108 | 0.273 | 2.616 | 0.011 |
|  | W8 | -0.185 | 0.082 | -0.222 | -2.254 | 0.027 |

a. Dependent Variable: Overall

Replacing the LOS evaluations of the equation by the answers of $1-5$ of the assessment done at the Hajj Terminal of King Abdul-Aziz international airport, and creating a regression
study, will offer the parameter values $\mathrm{w}_{1}, \mathrm{w}_{2}, \mathrm{w}_{3}, \mathrm{w}_{4}, \mathrm{w}_{5}, \mathrm{w}_{6}, \mathrm{w}_{7}$ and $\mathrm{w}_{8}$ as the coefficients of the regression equation, and $w_{0}$ as the constant or intercept. Thus, the coefficients are acquired, representing the passenger observations of the relative significance of elements.

The outcomes of that regression are revealed in Table 4. 3-Table 4. 6. Statistically, it is observed from Table 4.6 that the convenience parameter has a chance of $99 \%$ to be zero. That inspired the researcher to get rid of this attribute from the analysis. Even though it may be found to be a very essential measure for the overall airport terminal assessment, it seems that travellers at Hajj terminal of King Abdul-Aziz international airport might not consider or value this attribute.

The regression study consists of 81 perceptions. The 19 participants prepared in the pilot survey conducted at the beginning of the Hajj season are not considered for the reason that some modifications were made to the survey. The following regression will now consider these 81 participants, due to the absence of some attributes values are no more items of the overall LOS examination.

### 4.25 Regression with no Convenience

The table 4.7 represents the variables that were used in the multiple regression model concerning Residential Improved properties in Calumet Township

| Table 4.7 Variables Entered/Removed ${ }^{\text {b }}$ |  |  |  |
| :--- | :--- | :--- | :--- |
| Model | Variables <br>  <br>  <br> Entered | Variables | Removed |$\quad$.

a. All requested variables entered.
b. Dependent Variable: Overall

Table 4. 8 Model Summary

| Model | $R$ | $R$ <br> Square | Adjusted <br> $R$ <br> Square | Std. <br> Error of <br> the <br> Estimate |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $0.838^{\mathrm{a}}$ | 0.703 | 0.675 | 0.417 |

a. Predictors: W0, W1, W2, W3, W4, W5, W6, W7, W8

Table 4.9 ANOVA ${ }^{\text {b }}$

| Model |  | Sum of Squares | df | Mean Square | $F$ | Sig. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Regression | 30.116 | 7 | 4.302 | 24.685 | $0.000^{\mathrm{a}}$ |
|  | Residual | 12.723 | 73 | 0.174 |  |  |
|  | Overall | 42.840 | 80 |  |  |  |

a. Predictors: W0, W1, W2, W3, W4, W5, W6, W7, W8
b. Dependent Variable: Overall

Table 4. 10 Coefficients ${ }^{\text {a }}$

| Model |  | Unstandardized Coefficients |  | Standardized Coefficients | $t$ | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | B | Std. Error | Beta |  |  |
| 1 | W0 | 0.465 | 0.350 |  | 1.326 | 4.1.0.189 |
|  | W1 | 0.562 | 0.081 | 0.607 | 6.914 | 4.2.0.000 |
|  | W2 | 0.074 | 0.069 | 0.109 | 1.069 | 4.3.0.289 |
|  | W3 | 0.043 | 0.066 | 0.063 | 0.644 | 4.4.0.521 |
|  | W4 | 0.055 | 0.088 | 0.073 | 0.619 | 4.5.0.538 |
|  | W6 | 0.035 | 0.068 | 0.044 | 0.521 | 4.6.0.604 |
|  | W7 | 0.282 | 0.103 | 0.273 | 2.728 | 4.7.0.008 |
|  | W8 | -0.185 | 0.081 | -0.222 | -2.272 | 4.8.0.026 |

a. Dependent Variable: Overall

The Hajj terminal is found to be fast enough and with no issues to travellers. The convenience element is not mandatory, and some passengers did not have a well-built judgment about its level of service because they had not encountered it. One variable was ignored in the analysis, due to the characteristics of the terminal. This was the 'purpose' variable; as the terminal is devoted to Hajj passengers (trip purpose is performing Hajj) usually passengers are asked whether their purpose is business, combined business/nonbusiness or non-business, but in this case this question was not applicable.

One of the steps in refining the survey was the removal of likely outliers. The outliers were found in this survey as evaluations of participants that were obviously conflicting. It could be a passenger that assessed the overall airport terminal as 5 , but assessed all or most elements as 1 or 2 . Five cases showed this conflict and were ignored before the study.

The regressions without these outliers are presented in Table 4. 7-4.10. The weights of Table 4. 10 could be substituted into Equation 4.2 to give the following (by removing neglected part of $\mathrm{w}_{5} \times$ LOS(Convenience)):

$$
\begin{array}{r}
\text { LOS(Overall) }= \\
\mathrm{w}_{0}+\mathrm{w}_{1} \times \operatorname{LOS}(\text { Processing time })+\mathrm{w}_{2} \times \operatorname{LOS}(\text { Delay })+\mathrm{w}_{3} \times \operatorname{LOS}(\text { Comfort Cleanliness) }+ \\
\mathrm{w}_{4} \times \operatorname{LOS}(\text { Courtesy of staff })+\mathrm{w}_{6} \times \operatorname{LOS}(\text { orientation })+\mathrm{w}_{7} \times \operatorname{LOS}(\text { Security })+\mathrm{w}_{8} \times \\
\text { LOS(Service) } \tag{4.4}
\end{array}
$$

As acknowledged by Eq 4.4, the most significant element for travellers is the processing time. That appears obvious as long flight passengers need to rest and any extra time they spend in the airport causes stress. Security is the second most significant element. The relatively low significance of the orientation, information visibility and comfort cleanliness elements, when compared to the processing time and security, can be clarified by the fact that, at the Hajj terminal in the King Abdul-Aziz international airport, travellers are accustomed to spending a long time in these latter two elements. The constant 0.465 shows that additional variables might be integrated in this study. It implies that there are elements of the overall LOS that are not denoted by the descriptive attributes integrated in the survey. It also indicates that different 'what if' scenarios and different modelling techniques, even nonlinear, might be considered like DES and ANFIS.

### 4.26 Summary

This chapter has produced the global index for LOS assessments at airport terminals. The key role is naming the most significant attributes by considering user experience. This study was carried out in the Hajj terminal of the King Abdul-Aziz international airport and classified the processing time among the most important measures affecting the users' observation of the level of service. This motivated a DES (discreet event simulation), that focuses on the processing time of each resource, and which is found in the next chapter. The gathered data related to time in this survey will also be included there. The outcomes of this study also point to the fact that some terminal attributes not examined in this study might have an input to the evaluation of LOS.

## Chapter 5: Simulation Model

### 5.1 Introduction

In this chapter, all aspects of building the simulation platform are covered. This chapter starts with the simulation building methodology and processes that are adopted in this research. Then, data collection and input data analysis are prepared with the assistance of the Arena input analyser, that takes data gathered from the airport environment and the terminal data sheets. After that, flowchart modules are fully described in detail by listing the eighteen blocks that are constructed in this simulation model. The modules' descriptions are categorised by their blocks, and values for configuration are captured. The main aim of the created simulation model is to obtain the results needed for the next step of the project, which considers various simulation scenarios' inputs and presents their input-output analysis.

### 5.2 Simulation Methodology

The methodology presented in this chapter is inspired by the fundamental methodology behind a successful simulation project (Shannon 1998; Banks 2000; Wyland et al., 2000) as shown in Figure 5.1. Step one is based on problem classification, identifying the aims and objectives of the research. To identify the problem it is required to recognise that the process flow is known to be one of the key aspects that characterises the quality of service of airport terminal operations (Lanner, 2002). That fact is enhanced if the terminal serves as the entrance to huge events that attract a high number of travellers at a certain time, regardless of the fact that they may have different origins, cultures, languages and backgrounds. The Hajj terminal is a one-of-a-kind airport terminal that has a unique flow behaviour with two easily distinctive phases: the arrival and departure phases, segregated by a ten day period of phase transition. Airport security became critical after the $11^{\text {th }}$ September incident, which can lead to more delays and cause a bottleneck in security procedure associated resources. In response to pandemic influenza, medical related processes also became crucial. Assessment can be made by creating a number of 'what if' scenarios using the Arena simulation model. The offered model aims to measure the passenger flow performance in the airport terminal and in the Hajj terminal in particular. After that, bottlenecks will be identified in the terminal before the Hajj time, and the model can offer suggestions for scenarios to make best use of the resources and reduce the queuing time. The second step focuses on project planning; allocating enough resources to perform the assigned duties. Building any Arena model needs
logic analysis and converting the process flow from a continuous event simulation to a discrete event simulation. The logic has been developed starting from the planes' arrival in the jet way parking which then routes travellers to the terminal. Initially, they will be released to vaccination, where $20 \%$ of arrivals are vaccinated, as is advised by the Ministry of Health in the Kingdom of Saudi Arabia, based on reports gathered from the World Health Organization (WHO). The other $80 \%$, joined by the vaccine-injected travellers, will be guided to168 passport check points spread over four areas (distributed 18 points, 48 points, 48 points and 18 points) as it is explained in the introduction chapter. Then the passengers are released to the baggage claim area with ten conveyor belts. After that, a shopping area is located before the customs area, which has sixteen x-ray check points placed at the exits of the four different modules A, B, D and E. Finally, travellers will be guided to the Plaza.

System characterisation and definition is the third step, knowing and setting the restrictions and boundaries to be employed in describing the process and examining how it works. The process, or system, can be characterised by identifying the boundaries and restrictions that exist in the airport resources e.g. there are ten jet ways which point to an approximate airport capacity of 10 flights per hour. Another boundary can be defined by the arrival aircraft procedure, as after arrival each plane needs two to three hours in order to release individuals and their baggage, refuel the plane, replenish catering supplies and change the flight crew. Each passenger and his luggage are labelled with identification tags, which will allow every passenger to collect his, and only his, bags. There is also another tag used to number the bag among the total bags assigned. The fourth step is conceptual or logic model generation, building an initial model either as an illustrative chart or block diagram to identify the components, variables, and relations (algorithm logic) that make up the system (see Figure 5.2 below). This step has been described in the Flowchart Modules Description section.


Figure 5.1 Steps in a Simulation Study (Banks 2000)

The simulation model logic is created on 18 blocks with more than a thousand elements which include modules resource variables and others. The initial experimental proposed design is the fifth step, determining which data is required to be collected from the simulation model, in which form, and to what extent. This step essentially has been implemented as the actual data is added to the model and output was checked with actual gathered information from both passengers and the airport authority. The data analysis was used to prepare the input in expression form so that Arena could carry out the simulation. Preparing input data is
the sixth step, defining and gathering the data needed for the model. This was done by carrying out a survey with arrived passengers, during a meeting with the airport authority staff, and by observing the process flow. MTR or minimum technical requirement is the main measure used in the company assessment. Model interpretation or translation is the seventh step, putting up a structure for the model in a suitable simulation language.

This stage has been described in the Flowchart Modules Description which is explained later in this chapter (see Section 5.6). Elements such as variables, expressions, attributes, modules and resource sets are employed together to describe the system and procedures in the airport terminal operations in the suggested simulation model logic. Rockwell Arena software was utilised as high level programming language to build up the proposed model in a proper simulation mode. To prepare verification and validate the model is the eighth step, verifying that the model functions in a manner that the analyst aimed for (debugging) and that the results of the model are reasonable and reflect the numbers of the actual system. This part has been included in the seventh chapter. Final testing of the design is the ninth step, examining that will produce the required information and finding out how every test runs. This step can be seen in the offered 249 scenarios made by changing variables. However, more scenarios can be offered for other terminals to generate a more global model. Experimentation is the tenth step, carrying out the simulation to produce the required data and present a regression analysis. This has been looked at broadly in the sixth chapter. Analysis is the eleventh step, drawing a chart from the data collected from the simulation and carrying out further analysis and regression to allow optimisation for the system. This step has been illustrated as two main mathematical representations in the findings and analysis later in the seventh chapter. Finally, documentation and implementation are the twelfth step, "putting the results to use", using the findings to do optimisation on the generated mathematical representation, which can be seen in this thesis.


Figure 5.2 Arrival Passenger flow chart

### 5.3 Data collection and input data analysis

Data collection is an essential piece of the work since it involves full awareness of the system, which can be attained with cooperation involving organisations who value the research role and development of the organisation measures. The PPMDC is one of those companies which allows such studies and has assisted this study to approach its aims by the data gathered. The collected data can be classified as entity-related data and resource-related data; the first is normally more reachable as the figure of arriving flights is easily accessed. The other parts of the data can be measured from samples surveyed and timed for some passengers at various periods of time. Table 5.1 shows arrival details of Hajj terminal's flights for the year 2013 and 2008.

Table 5.1 Years 2013 and 2008 Hajj Terminal actual flight arrival schedule table.

|  | 2013 |  |  | 2008 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All terminals |  |  |  | All terminals |  |
|  | Subtotal |  |  |  | Subtotal |  |
|  | DATE | Flights | Passengers | DATE | Flights | Passengers |
| 1 | 07-Sep-13 | 20 | 2,524 | 01-Oct-08 | 65 | 8,515 |
| 2 | 08-Sep-13 | 32 | 4,465 | 01-Nov-08 | 34 | 4,989 |
| 3 | 09-Sep-13 | 49 | 8,558 | 02-Nov-08 | 45 | 9,281 |
| 4 | 10-Sep-13 | 56 | 11,457 | 03-Nov-08 | 42 | 9,108 |
| 5 | 11-Sep-13 | 54 | 13,003 | 04-Nov-08 | 37 | 7,395 |
| 6 | 12-Sep-13 | 51 | 12,016 | 05-Nov-08 | 54 | 11,452 |
| 7 | 13-Sep-13 | 54 | 13,461 | 06-Nov-08 | 61 | 13,095 |
| 8 | 14-Sep-13 | 53 | 11,665 | 07-Nov-08 | 54 | 11,862 |
| 9 | 15-Sep-13 | 55 | 11,851 | 08-Nov-08 | 62 | 13,514 |
| 10 | 16-Sep-13 | 63 | 14,584 | 09-Nov-08 | 63 | 15,293 |
| 11 | 17-Sep-13 | 62 | 13,023 | 10-Nov-08 | 65 | 15,581 |
| 12 | 18-Sep-13 | 53 | 12,271 | 11-Nov-08 | 62 | 12,883 |
| 13 | 19-Sep-13 | 67 | 13,878 | 12-Nov-08 | 77 | 17,038 |
| 14 | 20-Sep-13 | 67 | 12,400 | 13-Nov-08 | 86 | 17,792 |
| 15 | 21-Sep-13 | 68 | 14,194 | 14-Nov-08 | 94 | 22,172 |
| 16 | 22-Sep-13 | 75 | 14,158 | 15-Nov-08 | 122 | 27,920 |
| 17 | 23-Sep-13 | 76 | 15,553 | 16-Nov-08 | 112 | 26,075 |
| 18 | 24-Sep-13 | 90 | 16,998 | 17-Nov-08 | 133 | 30,484 |
| 19 | 25-Sep-13 | 117 | 22,542 | 18-Nov-08 | 133 | 32,255 |
| 20 | 26-Sep-13 | 135 | 28,716 | 19-Nov-08 | 167 | 40,624 |
| 21 | 27-Sep-13 | 151 | 32,808 | 20-Nov-08 | 189 | 44,962 |
| 22 | 28-Sep-13 | 134 | 29,371 | 21-Nov-08 | 186 | 43,789 |
| 23 | 29-Sep-13 | 142 | 30,522 | 22-Nov-08 | 197 | 46,196 |
| 24 | 30-Sep-13 | 156 | 33,942 | 23-Nov-08 | 225 | 52,913 |
| 25 | 01-Oct-13 | 179 | 39,018 | 24-Nov-08 | 219 | 50,389 |
| 26 | 02-Oct-13 | 191 | 39,708 | 25-Nov-08 | 215 | 49,462 |
| 27 | 03-Oct-13 | 184 | 38,748 | 26-Nov-08 | 236 | 54,384 |
| 28 | 04-Oct-13 | 196 | 41,915 | 27-Nov-08 | 257 | 61,305 |
| 29 | 05-Oct-13 | 203 | 44,926 | 28-Nov-08 | 258 | 61,775 |
| 30 | 06-Oct-13 | 195 | 43,623 | 29-Nov-08 | 234 | 57,070 |
| 31 | 07-Oct-13 | 213 | 47,314 | 30-Nov-08 | 261 | 64,587 |
| 32 | 08-Oct-13 | 219 | 48,957 | 01-Dec-08 | 256 | 62,985 |
| 33 | 09-Oct-13 | 249 | 60,142 | 02-Dec-08 | 254 | 59,809 |
| 34 | 10-Oct-13 | 77 | 11,317 | 03-Dec-08 | 132 | 26,773 |
| 35 | 11-Oct-13 | 40 | 2,073 | 04-Dec-08 | 112 | 21,610 |
| 36 | 12-Oct-13 | 36 | 517 | 05-Dec-08 | 29 | 4277 |
| 37 | 13-Oct-13 | 26 | 269 |  |  |  |
| 38 | 14-Oct-13 | 5 | 56 |  |  |  |
|  | TOTAL | 3,893 | 812,543 | TOTAL | 4,828 | 1,109,614 |

### 5.4 Input related data collection and analysis

At the start, the total number of flight arrivals has been gathered from Table 5.1 and inserted into the Arena "input analyser". It fits with options performed for the analysis as shown in Figure 5.3 and Figure 5.4 as they present the distribution of arrived flights per day.


Figure 5.3 Year 2013 Hajj Flights
Input analysis using input analyser


Figure 5.4 Year 2008 Input analysis using input analyser

The arrival flow follows a beta distribution expression of $(29+232 \times \operatorname{BETA}(0.477,0.576))$ in year 2008 and triangular distribution expression $\operatorname{TRIA}(5,53.3,249)$ for year 2013. This represents the arrivals per day; to modify that to the time period between arrivals per hour the generated figure should be divided by 24 in the expression which illustrates the number of flights per day since the terminal operates $24 / 7$ during the Hajj period. Consequently, the arrival distribution expressions are: $24 /(29+232 \times \operatorname{BETA}(0.477,0.576))$ and 24/(TRIA(5, $53.3,249)$ ). Table 5.2 and Table 5.3 contain more details of the expression and its numerical characteristics. Chi square test is test is used to express whether there is a significant variance between the expected and observed frequencies in one or more categories where Kolmogorov-Smirnov test used to compare a sample with a reference probability distribution (Sheskin, 2003).

Table 5.2 year 2008 Distribution

| Summary details of the arrival <br> expression |  |
| :--- | :--- |
| Distribution | Beta |
| Expression: $29+232$ * BETA $(0.477,0.576)$ |  |
| Square Error | 0.013831 |
| Chi Square Test | $=4$ |
| Number of intervals | $=1$ |
| Degrees of freedom | $=0.808$ |
| Test Statistic | $=0.398$ |
| Corresponding p-value |  |
| Kolmogorov-Smirnov Test |  |
| Test Statistic | 0.12 |
| Corresponding p-value | $>0.15$ |
| Data Summary |  |
| Number of Data Points | $=36$ |
| Min Data Value | $=29$ |
| Max Data Value | $=261$ |
| Sample Mean | $=134$ |
| Sample Std Dev | $=80.6$ |
| Histogram Summary |  |
| Humber of Intervals | $=6$ |

Table 5.3 year 2013 Distribution

| Summary details of the arrival <br> expression |  |
| :--- | :--- | :--- |
| Distribution: | Triangular |
| Expression: | TRIA(5, 53.3, 249) |
| Square Error: | 0.056310 |
| Chi Square Test |  |
| Number of intervals | $=5$ |
| Degrees of freedom | $=3$ |
| Test Statistic $\quad=10.4$ |  |
| Corresponding p-value | $=0.0169$ |


| Kolmogorov-Smirnov Test |
| :--- |
| Test Statistic $\quad=0.199$ |
| Corresponding p-value $=0.0896$ |


| Data Summary |  |
| :--- | :--- |
| Number of Data Points | $=38$ |
| Min Data Value | $=5$ |
| Max Data Value | $=249$ |
| Sample Mean | $=102$ |
| Sample Std Dev | $=67.4$ |


| Histogram Summary |  |
| :--- | :---: |
| Histogram Range | $=5$ to 249 |
| Number of Intervals | $=6$ |

Number of travellers per flight can be measured in average from the same table (Table 5.2 and Table 5.3) by simple division of the total number of passengers per day by the total number of flights per day. Table 5.4 is created to be an input to the Arena input analyser.

Table 5.4 Year 2008 and 2013 Input average no of passenger per arrival flight

|  | 2013 |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | DATE | PAX/FLT | DATE | PAX/FLT |
| 1 | 7-Sep-13 | 126 | 1-Oct-08 | 131 |
| 2 | 8-Sep-13 | 140 | 1-Nov-08 | 147 |
| 3 | 9-Sep-13 | 175 | 2-Nov-08 | 206 |
| 4 | 10-Sep-13 | 205 | 3-Nov-08 | 217 |
| 5 | 11-Sep-13 | 241 | 4-Nov-08 | 200 |
| 6 | 12-Sep-13 | 236 | 5-Nov-08 | 212 |
| 7 | 13-Sep-13 | 249 | 6-Nov-08 | 215 |
| 8 | 14-Sep-13 | 220 | 7-Nov-08 | 220 |
| 9 | 15-Sep-13 | 215 | 8-Nov-08 | 218 |
| 10 | 16-Sep-13 | 231 | 9-Nov-08 | 243 |
| 11 | 17-Sep-13 | 210 | 10-Nov-08 | 240 |
| 12 | 18-Sep-13 | 232 | 11-Nov-08 | 208 |
| 13 | 19-Sep-13 | 207 | 12-Nov-08 | 221 |
| 14 | 20-Sep-13 | 185 | 13-Nov-08 | 207 |
| 15 | 21-Sep-13 | 209 | 14-Nov-08 | 236 |
| 16 | 22-Sep-13 | 189 | 15-Nov-08 | 229 |
| 17 | 23-Sep-13 | 205 | 16-Nov-08 | 233 |
| 18 | 24-Sep-13 | 189 | 17-Nov-08 | 229 |
| 19 | 25-Sep-13 | 193 | 18-Nov-08 | 243 |
| 20 | 26-Sep-13 | 213 | 19-Nov-08 | 243 |
| 21 | 27-Sep-13 | 217 | 20-Nov-08 | 238 |
| 22 | 28-Sep-13 | 219 | 21-Nov-08 | 235 |
| 23 | 29-Sep-13 | 215 | 22-Nov-08 | 234 |
| 24 | 30-Sep-13 | 218 | 23-Nov-08 | 235 |
| 25 | 1-Oct-13 | 218 | 24-Nov-08 | 230 |
| 26 | 2-Oct-13 | 208 | 25-Nov-08 | 230 |
| 27 | 3-Oct-13 | 211 | 26-Nov-08 | 230 |
| 28 | 4-Oct-13 | 214 | 27-Nov-08 | 239 |
| 29 | 5-Oct-13 | 221 | 28-Nov-08 | 239 |
| 30 | 6-Oct-13 | 224 | 29-Nov-08 | 244 |
| 31 | 7-Oct-13 | 222 | 30-Nov-08 | 247 |
| 32 | 8-Oct-13 | 224 | 1-Dec-08 | 246 |
| 33 | 9-Oct-13 | 242 | 2-Dec-08 | 235 |
| 34 | 10-Oct-13 | 147 | 3-Dec-08 | 203 |
| 35 | 11-Oct-13 | 52 | 4-Dec-08 | 193 |
| 36 | 12-Oct-13 | 14 | 5-Dec-08 | 147 |
| 37 | 13-Oct-13 | 10 | - | - |
| 38 | 14-Oct-13 | 11 | - | - |
|  | Total Average | 209 | Total Average |  |
|  | 230 |  |  |  |
|  |  |  |  |  |

The best-fit expression of the average entities by using average number of passengers per flight as input to the Arena input analyser follows Beta distribution behaviour with a mean of 220 for year 2008 and 188 for year 2013 and standard deviation of 28 and 63.3 respectively as shown in Figure 5.5 and Figure 5.6.


Figure 5.5 Average no of passenger per arrival flight Year 2008

Figure 5.6 Average no of passenger per arrival flight Year 2013

Each produced expression is used to create the number of the passengers per flight by (duplicate module) as it can be used in the simulation model design phase. The distribution summary full details are listed below in Table 5.5 and Table 5.6.

Table 5.5 Details of number of passengers per flight expression 2013 - Distribution Summary

| Distribution: Be | Beta |
| :---: | :---: |
| $\begin{aligned} & \text { Expression: } \\ & 10+240 * \operatorname{BETA}(1.27,0.441) \end{aligned}$ |  |
| Square Error: 0.029222 |  |
| Chi Square Test |  |
| Number of intervals $=3$ |  |
| Degrees of freedom $=0$ |  |
| Test Statistic $\quad=1.48$ |  |
| Corresponding p-value $<0.005$ |  |
| Kolmogorov-Smirnov Test |  |
| Test Statistic $=0.276$ |  |
| Corresponding p-value | value $<0.01$ |
| Data Summary |  |
| Number of Data Points $=38$ |  |
| Min Data Value = | $=10.3$ |
| Max Data Value = | = 249 |
| Sample Mean = | = 188 |
| Sample Std Dev = | $=63.7$ |
| Histogram Summary |  |
| Histogram Range $=$ | $=10$ to 250 |
| Number of Intervals $=$ | s $=6$ |

Table 5.6 Details of number of passengers per flight expression 2008 - Distribution Summary

| Distribution: | Beta |
| :---: | :---: |
| Expression:$131+117 \text { * BETA }(1.66,0.519)$ |  |
| Square Error: | 0.018081 |
| Chi Square Test |  |
| Number of intervals | $=3$ |
| Degrees of freedom | = 0 |
| Test Statistic | $=1.58$ |
| Corresponding p-value | $<0.005$ |
| Kolmogorov-Smirnov Test |  |
| Test Statistic | $=0.17$ |
| Corresponding p-value | $>0.15$ |
| Data Summary |  |
| Number of Data Points | $=36$ |
| Min Data Value | $=131$ |
| Max Data Value | $=247$ |
| Sample Mean | $=220$ |
| Sample Std Dev | $=28$ |
| Histogram Summary |  |
| Histogram Range | $=131$ to 248 |
| Number of Intervals | $=6$ |

### 5.5. Data collection of similar process in different time and

## analysis

This exposes data gathered for the processes themselves but in another season (not Hajj time but in Umrah time) which the operator has reserved as a measure of performance. The regulations remain the same as during Hajj time as it is critical with 70,000 passengers per day to pressure airline, handling and catering companies to be as fast as possible with their work, to allow arrival of more flights; otherwise buses are available as an alternative to the jet ways if all jet ways are in use simultaneously. This relies on the data sheets supplied by the airport terminal management company. The input analyser was used here to analyse the time required to simulate the parking time of the plane in the jet way as is illustrated in Figure 5.7 which shows the distribution of measured timing taken for using a particular jet way.


Figure 5.7 Airplane parking time in the jet way.

This parking time allows passengers and luggage to be released to the terminal to complete their arrival process, lets the crew be changed and makes sure that the plane is prepared and ready to fly again. Plane fuelling time to next destination is usually included in that time. Restrictions enforced by the airport authority will allow the plane to stay for 3 hours as a maximum and a late fee is charged for any exceeding time. The time is illustrated by normal distribution with sample mean of 2.22 hours represented as $\operatorname{NORM}(2.22,0.592)$ as shown in Table 5.7.

Table 5.7 Distribution Summary of
Airplane parking time in the jet way

| Distribution: | Normal |
| :--- | :--- |
| Expression: | NORM(2.22, |
| Square Error: | 0.004828 |
| Chi Square Test |  |
| Number of intervals | 6 |
| Degrees of freedom | 3 |
| Test Statistic | 3.7 |
| Corresponding | p- |
| Kolmogorov-Smirnov |  |
| Test Statistic | 0.309 |
| Corresponding | p- |
| Data Summary | $>0.15$ |
| Number of Data Points | 96 |
| Min Data Value | 1.1 |
| Max Data Value | 3.55 |
| Sample Mean | 2.22 |
| Sample Std Dev | 0.595 |
| Histogram Summary |  |
| Histogram Range | $=1$ to 3.8 |
| Number of Intervals | 9 |

The time taken from the moment the passengers are released from the aircraft until they reach the immigration area is presented in Figure 5.8.


Figure 5.8 Passengers time from the jet way to immigration stations.

Passengers pass by the jet gate and are forwarded to the passport check points (immigration). The time is illustrated as a normal distribution expression with a sample mean of 3.54. The detailed summary can be found in Table 5.8.

Table 5.8 Passengers time from the jet way to immigration stations

| Distribution: | Normal |
| :--- | :--- |
| Expression: | NORM(3.54, 0.897) |
| Square Error: | 0.002871 |
| Chi Square Test |  |
| Number of intervals | 6 |
| Degrees of freedom | 3 |
| Test Statistic | 0.833 |
| Corresponding p-value | $>0.75$ |
| Kolmogorov-Smirnov Test |  |
| Test Statistic |  |
| Corresponding p-value | 0.0346 |
| Data Summary | $>0.15$ |
| Number of Data Points | 117 |
| Min Data Value | 1 |
| Max Data Value | 5.55 |
| Sample Mean | 3.54 |
| Sample Std Dev | 0.901 |
| Histogram Summary |  |
| Histogram Range | $=0.999$ to 6 |
| Number of Intervals | 10 |

Passport check and control is one of the essential elements in the passengers' arrival process flow. The immigration department in the Ministry of Interior's duty is to grant and authorise only permitted entry to the country. Finger print scanning is used for each passenger as shown in Figure 5.9.


Figure 5.9 immigration arrival time statistic from Ummrah report 2011

After entering the gathered data into the Arena input analyser and using the best fit option as shown in Figure 5.10, the distribution follows a normal distribution.


Figure 5.10 Passengers time spent in immigration stations.

The sample mean is 4.07 and standard deviation 1.13. Table 5.9 displays the detailed summary for the time needed for that process, expressed as $2+4.95 \times \operatorname{BETA}(1.53,2.14)$.

Table 5.9 Distribution Summary of Passengers time from the jet way to vaccine and immigration stations

| Distribution: | Beta |  |
| :--- | :--- | :--- |
| Expression: | 2 <br> $2.14)$ |  |
| Square Error: | 0.002954 |  |
| Chi Square Test |  |  |
| Number of intervals | $=6$ |  |
| Degrees of freedom | $=3$ |  |
| Test Statistic | $=1.16$ |  |
| Corresponding p-value | $>0.75$ |  |

Kolmogorov-
SmirnovTest

| Test Statistic | $=0.0903$ |
| :--- | :--- |
| Corresponding p-value | $>0.15$ |


| Data Summary |
| :--- |
| Number of Data Points $=80$ |


| Min Data Value | $=2$ |
| :--- | :--- |
| Max Data Value | $=6.5$ |
| Sample Mean | $=4.07$ |
| Sample Std Dev | $=1.13$ |
| Histogram Summary |  |
| Histogram Range | $=2$ to 6.95 |
| Number of Intervals | $=8$ |

Luggage transferring time is another input that is considered in this simulation and Figure 5.11 illustrates distribution of passengers time spent in the luggage claim area.


Figure 5.11 Passengers time spent on luggage claim area.

This process starts by carrying the items up to the conveyor belt and relies on both arrival of the luggage and arrival of the passengers to the conveyor belt. The time has a triangular distribution $\operatorname{TRIA}(5,32,36)$ as shown in Table 5.10.

Table 5.10 Passengers time from the jet way to vaccine and immigration stations

| Distribution: | Triangular |
| :--- | ---: |
| Expression: | TRIA(5, 32, 36) |
| Square Error: | 0.016598 |
| Chi Square Test |  |
| Number of intervals | 5 |
| Degrees of freedom | 3 |
| Test Statistic | 7.52 |
| Corresponding p-value | 0.0594 |
| Kolmogorov-Smirnov Test |  |
| Test Statistic | 0.088 |
| Corresponding p-value | $>0.15$ |
| Data Summary |  |
| Number of Data Points | 93 |
| Min Data Value | 5 |
| Max Data Value | 36 |
| Sample Mean | 24.3 |
| Sample Std Dev | 6.9 |
| Histogram Summary |  |
| Histogram Range | $=5$ to 36 |
| Number of Intervals | 9 |

The time taken to deliver luggage from the plane to the conveyor belt is revealed in Figure 5.12; it has been analysed by Arena input analyser and the best fit was Lognormal.


Figure 5.12 Time for delivering luggage from the plane to the conveyor belt

The distribution of that expression is $5.5+\ln (10.5,12.6)$ with a sample mean of 15.3 and standard deviation of 8.04. Timing is found in detail in Table 5.11.

Table 5.11 Time for delivering luggage from the plan to conveyor belt

| Distribution <br> Summary |  |
| :--- | :--- |
| Distribution: | Lognormal |
| Expression: | $5.5+$ LOGN(10.5, |
|  | $12.6)$ |
| Square Error: | 0.016580 |
| Chi Square Test |  |
| Number of intervals | $=6$ |
| Degrees of freedom | $=3$ |
| Test Statistic | $=10.3$ |
| Corresponding | p- |
| value |  |

Data Summary
Number of Data Points $=44$

| Min Data Value | $=6$ |
| :--- | :--- |
| Max Data Value | $=31$ |
| Sample Mean | $=15.3$ |
| Sample Std Dev | $=8.04$ |
| Histogram Summary |  |
| Histogram Range | $=5.5$ to 31.5 |
| Number of Intervals | $=26$ |

Analysis of this data led to the creation of a simulation model for the proposed system as described in Section 5.6 "Flowchart Modules Description", to imitate and mimic the live scenario of the airport terminal then facilitate creating series of trials in groups to prepare regression and fuzzy logic analyses.

### 5.6 Flowchart Modules Description

A desecrate-event simulation model was produced to simulate passenger flow process with 710 modules in Rockwell Arena Software as shown in Table 5.12. The simulation model consists of 18 blocks (see Figure 5.13), which demonstrate the actual practised process in the Hajj terminal of King Abdul-Aziz International Airport. Firstly, the created entities in the model are arrival flights, those flights are created following the distribution that was gathered during data collection previously, according to the flight schedules. The data was transformed into an expression by the input analyser and changed to be arrivals per hour.


Figure 5.13 proposed logic design consists of 18 blocks

Secondly, the created flight is assigned to a free jet way, to allow the passengers and the luggage to be released to the terminal. This can take from one hour to a maximum of three, following the distribution generated from the input analyser as parking mode, when the plane occupies the jet way even after releasing the flight passengers - this will be clarified later in

Block 2. Some of the passengers are released by buses, as is seen in Block 11. Every released passenger as a simulation entity is tagged with an ID, which is related to the flight ID; every created flight in the model is tagged with its own ID. Even baggage entities hold these IDs in addition to the individual baggage ID; this allows passengers to collect their own luggage (only) from the conveyor belt. Station and Route modules are used in this simulation model to allow animation in the model and tracing during execution. For the sake of the animation, each passenger from a certain flight needs to have a different picture (with different colour) to allow distinguishing between passengers how have the same flight as illustrated in Block 3. Block 5 leads to immigration after passing the vaccine and health check point for some of the passengers (due to Ministry of Health regulations as mentioned previously), while others are released directly to immigration officers. The checked travellers go to the luggage claim area where they collect their baggage; this practice is done by "batch" and "match" modules which rely on Bag ID, Passenger ID and Flight ID appointed previously in the simulation model (Blocks 7, 8 and 9). Four customs stations are situated in the airport terminal, each station includes four x-ray machines to check and scan if there are any illegal or explosive items - this is illustrated in Block 10. Finally, passengers complete the process and are directed to the shopping and disposal station located in Block 18, which allow entities to exit the system.

Table 5.12 simulation model blocks

| Name | No. of modules | Name | No. of modules |
| :--- | :---: | :---: | :---: |
| Block 01 | $19(24$ buses $)$ | Block 10 | 72 |
| Block 02 | 46 | Block 11 | 56 |
| Block 03 | 23 | Block 12 | 33 |
| Block 04 | 56 | Block 13 | 9 |
| Block 05 | 30 | Block 14 | 42 |
| Block 06 | 21 | Block 15 | 102 |
| Block 07 | 13 | Block 16 | 102 |
| Block 08 | 6 | Block 17 | 42 |
| Block 09 | 13 | Block 18 | 25 |
| Total No. of modules : |  |  | $\mathbf{7 1 0}$ |

### 5.7 Block 1: Creating, assigning block description

The first block, "Block 1" consists of 24 for the bus-activated model ( 19 when utilizing the jet ways to achieve better performance). As illustrated in Figure 5.14Error! Reference source not found. and Figure 5.14 this block starts with "create module" that generates entities of arrived flights following the mathematical expression that is made out of the analysed arrival flight data, as explained earlier.


Figure 5.14 logic flow design chart.


Figure 5.15 logic flow design chart after removing buses from the model.

That entity type is assigned to be the "Flight", as shown in Figure 5.16. The expression of the time between the arrival is classified to be Beta distribution function of $(24 /(29+232 \mathrm{x}$ BETA(0.477, 0.576)) for year 2008 and 24/(TRIA(5, 53.3, 249)) for year 2013). Entities per arrival are adjusted to be one. (see Table 5.2 and 5.3).


Figure 5.16 Block 1 - create module.

The number of flights is the crucial figure that can specify how many flights are being handled per hour or each day. This is considered to be measured by PPMDC as they aim to attain handling 10 flights per hour. This brings up the importance of counting and recording; this is done in the model by using record module of "count" type, with a value of " 1 " and the name "No of flights" as shown in Figure 5.17.


Figure 5.17 Block 1 - flight counting record module.

This is connected to the decision module (in Figure 5.18) that examines whether one or more jet ways are available (not occupied by any plane at this moment) and will use the first found free jet way in the airport terminal to release the flight passengers and luggage after assigning a parking mode, otherwise it will set a 5 min waiting period for the flight, as experienced clearly with airports that have a high level of traffic and limited resources like runways, such as at London Heathrow at peak times. This decision module has type of " N -way by condition" and the condition is set to be an expression which can check the jet ways and process queues. The airplane will then be seized for a time of one to three hours as is assigned by the airport authority; in the case of a certain plane exceeding that time, the airline company will be requested to move the airplane by the authority of the airport. The condition used is:

$$
\begin{aligned}
& N Q(\text { Jetway 1.Queue) }==0 \text { || } N Q(\text { Jetway2.Queue })=0| | N Q(\text { Jetway3.Queue })=0 \text { || } \\
& N Q(\text { Jetway4.Queue) }==0 \| N Q(J e t w a y 5 . Q u e u e)==0| | ~ N Q(J e t w a y 6 . Q u e u e)==0 ~| | ~ \\
& N Q(\text { Jetway } 7 . Q u e u e)=0| | N Q(J e t w a y 8 . Q u e u e)==0| | ~ N Q(J e t w a y 9 . Q u e u e) ~==0 ~| | ~ \\
& N Q(\text { Jetway10.Queue })=0 \| N Q(\text { entrance11.Queue) }==0 \| \text { NQ(entrance12.Queue) } \\
& =0 \| \mathrm{NQ}(\text { entrance13.Queue })=0 \| \mathrm{NQ}(\text { entrance14.Queue })=0 \text {. }
\end{aligned}
$$

equation(4.1)
(The entances 11 to 14 are used for bus transportation mode, and can be ignored when only jet ways are used)

This condition is illustrated in Figure 5.18 as an input in the condition module with ends connected to jet ways and bus transfer stations.


Figure 5.18 Block 1 - decide module
The decision module is used to assign a primary gate (at random) from the ten jet ways (and four additional if buses are used) that will still guarantee using the initial assigned gate as will be checked later (see Figure 5.19).


Figure 5.19 Block 1 - decide module.

An assign module is used to appoint attributes to each flight that allocates a jet way gate named "GW index". For example, jet way one has a value of 1 , jet way two has a value of 2 and so on (see Figure 5.20).


Figure 5.20 Block 1 - assign "GW1 Type" module.

Before parking the plane and releasing passengers at the initially selected gate, the state of that gate should be verified: whether the gate or the jet way is free or not and this can be known by the use of a "global array variable" which uses a flag to specify the state of the gate and decide if the gate is free or not; therefore, the value of the variable is equal to 0 if the gate is free and the value is 1 if it is occupied. The condition expression has been written in the decision module with a type of "2-way condition", as can be seen in Figure 5.21.


Figure 5.21 Block 1 - check the gate status module.

As soon as it is determined that the jet way gate is free, the flag will be set to " 1 " or occupied as classified earlier. The flight counter gained from the earlier record module is another attached variable as an attribute that has an initial value of 0 and is increased by increments of 1 each time a flight goes through the "assign module" and that will be used as the flight number which will distinguish between flights; also, this can be used afterwards to recognise many things like luggage of single flight to make sure it is delivered to a single conveyor belt, as it is usually done in airport terminals worldwide. The value of that counter will be tagged onto the entity with an attribute named "flight index". Then, this module will connect the appropriate "sequence" as an attached attribute that is used to route the entity throughout the map of model between sequences of stations, as shown in Figure 5.22.


Figure 5.22 Block 1 - assign flight attributes and variables module.
'Order release station' comes after that assign module, and will route the "flight" entity through its way between stations according to the sequence that is attached as an attribute to the entity itself as shown in Figure 5.23.


Figure 5.23 Block 1 - order release station flowed by route by sequence.

Fourteen sequences are created, ten of them guide the entities through their jet way gates e.g. "GW Station 1" sequence guides planes to jet way no 1, as illustrated in Figure 5.24.


Figure 5.24 Block 1 sequences that identify the path of each gate index.

On the other hand, the other four sequences from 11 to 14 are different from the last ten since they dispatch "flight" entities to a parking area and after that call for buses to carry the arrived plane passengers, which is explained in Block 11; that can be seen in the bus movements in the airport as "Bus filling st 1", as shown in Figure 5.25.

| Steps |  |  |  |  | 区 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Station Hame | Step Name | Next Step | Assignments |  |
| 1 | GW Station 11 |  |  | 0 rows |  |
| 2 | Bus Filling st1 |  |  | 0 rows |  |
| 3 | tr Station 11 |  |  | 0 rows |  |

Figure 5.25 Block 1 - sequence that identifies bus movements.

### 5.8 Block2: aircraft parking and making it ready for departure

Normally, the arrived airplane has to spend sufficient time to prepare for another flight while it is in parking mode, and that mode makes the jet way appear to be occupied or used until its passengers are released and the plane is fuelled and catering supplies are replenished. That will seize the aircraft from one to three hours to be equipped and cleaned for the returning flight by changing the crew, fuelling the plane, and transferring the luggage to the baggage claim area in the terminal.


Figure 5.26 Block 2 - aircraft parking and making it ready for departure.

Block 2 logic structure contains 46 modules as is illustrated in Figure 5.26. The main concept in this logic is to duplicate the "flight" entity by a separate module and then seize the original entity to be in the parking mode as it is occupying the jet way by a single resourced process with "seize delay release" type with a triangular distribution of three values, as shown in Figure 5.27.


Figure 5.27 Block 2 - "seize delay release" type process module.

The same concept is done to the rest of the jet ways and all are followed by an assign module which releases the plane and makes the jet way available for newly arrived aircraft by releasing the original flight entity to the assign module and setting the "GW flag" to zero which means free or available.


Figure 5.28 Block 2 - assign module.

Figure 5.28 shows how the jet way could be released after the process module, by making the flag index variable equal to the value of zero. Then the "flight" entity will be disposed by the dispose module, and the created duplication will directed to Block 3 .

### 5.9 Block 3: creating passenger entities of an arrived flight

Enhancing the performance of passenger process flow management is the key purpose behind this research. Block 3 produces the passengers as entities based on gathered data from landed flights in the Hajj Terminal in 2013 and assigns their entity images with eight entity pictures to make it easy to differentiate between flight passengers. This block uses the data collected from the PPMDC and analysed earlier in the data section of this study. The block contains 24 modules and is illustrated in Figure 5.29.


Figure 5.29 Block 3 - the logic model of creating the passengers of the arrived flight.

In the animation model, various nationalities are simulated by randomly assigning a different entity picture for each flight passenger (e.g. Nigerian flight passengers green and Turkish flights red) and that is done by a decision module of the " 8 -way by chance" type where it takes a flight entity then directs it to one of its ends. This is described in Figure 5.30, and each way has a chance of $12.5 \%$.


Figure 5.30 Block 3 - the 8-way by chance decision module.

Assigning the passenger type as an attribute and the picture as an attached picture is done by an assign module as is illustrated in Figure 5.31. The passenger type has been embedded in the entity as an attribute (passenger type an integer between 1 and 8 ) and the entity picture is allocated afterwards.


Figure 5.31 Block 3 - passenger type assign module.

Figure 5.32 demonstrates the pictures used in the previous assign module, including Picture.one, Picture.two, ..., Picture.eight. The remaining pictures are used later for status classification like picture.onewb that specifies whether the passenger has collected his/her luggage or finished the baggage claim process; this will be discussed later.


Figure 5.32 Block 3 - passenger type assign module.
Three separate modules are used in this block; beta distribution is used to simulate the number of passengers per flight (as analysed earlier in the input analyser). The number of duplicates equals " $10+240 \times \operatorname{BETA}(1.27,0.441)$ " and the type of separate is a duplicate of the original (see Figure 5.33).


Figure 5.33 Block 3 - creating passenger duplication by a separate module.

The created entities from separate passengers are tagged each with an ID and other attributes to allow passengers to identify their baggage at the baggage claim area with an assign module with the following details. Firstly, an initial value of zero can be assigned to a global variable created and named "passenger counter". Secondly, the assign module can include an increment on that variable value as "passenger counter $=$ passenger counter +1 ". Thirdly, an attribute is created and called "passenger index" which can capture that counter value and tag it to each "passenger" entity - that "passenger index" attribute can be used as a unique ID for each passenger in that flight. Finally, the "entity type" should be assigned as "passenger" (see Figure 5.34).


Figure 5.34 Block 3 - creating a passenger's ID by separate module.

Each entity is created by a separate module as duplicates inherit all of the parent entity attributes, consequently "passenger index" is required to allow baggage owners to claim their
specific baggage. Figure 5.35 shows the duplication of the first item of the passenger's baggage.


Figure 5.35 Block 3 - creating passengers' bags by separate module.

The entity type needs to be transformed from "passenger" type to "baggage" type and an additional attribute is added called "bag no". According to that "bag no", each "baggage" entity picture will be assigned; for instance, the first bag will be a blue coloured bag picture and the other one will be a red coloured bag picture (see Figure 5.36).


Figure 5.36 Block 3 - change the entity type to baggage by assign module.

Figure 5.37 illustrates the entity picture assigned to the bags as discussed. Moreover, a set called "bag set" contains these two pictures.


Figure 5.37 Block 3 - bag entity picture.

The second bag is created as a duplication of bag no 1 by a separate module (called "bag2 separate") by changing the value of "bag no" attribute to 2 (in an assign module called "Assign baggage 2 type"). This attribute will automatically change the second bag to red, as shown in Figure 5.38.


Figure 5.38 Part of the block 3 logic design.

For counting the total number of passengers and bags that entered the system, two record modules should be added. Passengers are sent to other terminal processes and the baggage is directed through the makeup area to the Baggage Handling System (BHS) mainly by transferring baggage carts at the end of the block by two route modules.

### 5.10 Block 4: Simulates the flow of passengers in the Jet Bridge

The simulation of the jet way (or the jet bridge) passengers' flow can be found in Block 4 with 65 modules. A station module enters entities to the block then those entities are delayed by using "delay" process modules which represent the walking time (see Figure 5.39).


Figure 5.39 Block 4 - the block logic design for the flow of passengers in the Jet Bridge.

Then, in order to count the number of "passenger" entities released, each entity will be directed through the record module to specify who has passed through each jet way. Finally in this block, a route module is added to direct passenger entities to health check points (medical vaccine point) or to Block 5 the immigration process block.

### 5.11 Block 5: Immigration - before this stage $\mathbf{2 0 \%}$ of passengers have medical check

Passengers are directed to the health check vaccine points and passport check points as can be illustrated at Block 5. Coordination is required between the Ministry of Health and the airport operator to classify specific flights that should be checked and given vaccinations before the plane's arrival; this is determined from the detailed report that was spread internationally by
the World Health Organisation (WHO), and it is predicted that this number accounts for $20 \%$ of the whole number of passengers who reach the Hajj terminal. Passengers are sent afterwards to the passport check points where their visas and passports are checked and their finger prints scanned by the passport department.


Figure 5.40 Block 5 the block logic design for the vaccine process and immigration passport control.

Block 5 is built using 30 modules (see Figure 5.40) and it begins with the station module connected to a record module (as a counter), in addition to the decision module named "Listed to Health inspection" with a 2-way by chance with a ratio true value of $20 \%$, as shown in Figure 5.41.


Figure 5.41 Decision module for listed countries for health inspection.

Then it is linked to a new decision module with an N-way by chance named " 3 stations" from the "true" out end, which splits passengers between three assigned vaccine stations in the airport terminal (as shown in Figure 5.42).


Figure 5.42 Decision module for dividing passengers into three stations.

The three ends are connected to three route modules, and route stations send entities to the three health check vaccine stations. The route modules are created with settings as illustrated in Figure 5.43.


Figure 5.43 Route module that is used to route individuals to vaccine stations.

The other end of the decision module named "Listed to Health inspection" with "false" logic is attached to the decision module named "which immg" which is shown in Figure 5.44.


Figure 5.44 Decision module for dividing passengers between the four stations.

The "which immg" decision module will direct the remaining passenger entities by a "route" module shown in Figure 5.45 to the immigration stations (Blocks no 14, 15, 16 and 17) with a checking expression that finds which stations have a lower ratio of used points in that station, and that is affected by the number of immigration staff available in that shift or at a certain time; that is simulated in Block 13 and discussed later.


Figure 5.45 Route module that is used to route to the immigration stations.

The health check and vaccination logic can be illustrated in Figure 5.46, as entities will be directed to the process module with logic action type of "seize delay release" as shown in Figure 5.47 and sent afterwards to an immigration logic station in the same block to prepare it to be released to the immigration blocks no $14,15,16$ and 17 . An assign module is added to capture and record the time "tnow" as an attribute to the "passenger" entity so it will be helpful for studying and calculating some factors later.


Figure 5.46 Vaccine stations logic chat of modules.

The process module named "Vaccine Process 1" with logic action type of "seize delay release" is illustrated in Figure 5.46 with "standard" type and a resource to allow modelling of capacity then an "assign" module is linked to it. The same applies to the other two stations; they have "Vaccine Process 2" and "Vaccine Process 3" process modules with the same configuration.


Figure 5.47 Vaccine process module configuration.

The "assign" module is linked to the end of the process and has the name "Assign t1e" with assignment of "tle" attribute with the value of "tnow" as described in Figure 5.48.


Figure 5.48 assign module

An assign module is added to capture and record the time "tnow" as an attribute to the "passenger" entity. Finally routing to the immigration station is done by a "route" module which has a "route immigration time" route time in minutes and destination type of "station" and station name "immigration st1", "immigration st2", "immigration st3" or "immigration st 4 " as they are located in Blocks no 14, 15, 16 and 17. Figure 5.49 shows these stations.


Figure 5.49 logic chart of blocks 14, 15, 16 and 17 representing immigration stations $1,2,3$ and 4.

### 5.12 Block 13 immigration flag

The same can be applied in the immigration station which has been configured with the assumption that immigration points are not all utilised all the time.There is a block that allows to set the ratio of utilization for each shift or day or any assigned period which calculates the number of officers based on that ratio which is shown in Figure 5.50 of Block 13.

## Block 13: Immigration Flag



Figure 5.50 Logic chart of Block 13 immigration flag simulating ratio of available immigration officers.

This path is identified by four route stations as clarified earlier in Block 5 (see Figure 5.40, Figure 5.44, Figure 5.45 and Figure 5.46). Each route module has destination type "station".


Figure 5.51 Expressions used to identify which immigration station the entity will directed to.

As shown in Figure 5.51 all expressions are exposed in detail as follows:

## Expression img flag =

imgflag(1)+imgflag(2)+imgflag(3)+......imgflag(131)+imgflag(132) (counts how many points available in total)

The following counts how many points are available in each station

- avst1 =imgflag(1)+imgflag(2)+imgflag(3)+.....+imgflag(18)
- avst2=imgflag(19)+imgflag(20)+imgflag(21)+......+imgflag(66)
- avst3=imgflag(67)+imgflag(68)+imgflag(69)+......+imgflag(114)
- avst4=imgflag(115)+imgflag(116)+imgflag(117)+..... +imgflag(132) ...... equation(4.3)

Ratio of how many work-in-process entities to the points available in each station

- av1=(Nimg1in-Nimg1out)/(avst1+1)
- av2 $=($ Nimg2in-Nimg2out)/(avst2+1)
- av3=(Nimg3in-Nimg3out)/(avst3+1)
- av4=(Nimg4in-Nimg4out)/(avst4+1)


### 5.13 Blocks 14, 15, 16 and 17 immigration stations

As a passenger entity entered some flags have been already configured assuming some points which are simulated as resourced "size-delay-release" process modules are out of service as they are not staffed. For that reason a decision module can be used to check the flag prior sending an entity to a certain point as it is explained in this section.


Figure 5.52 logic chart of block 14 immigration station.

Block 14 contains 45 modules 18 "process", modules, 19 "decide" modules, 2 "assign" modules, a "record" module, a "station" module and a "route" module as illustrated in Figure 5.52.

## Block14: Immigration St1



Figure 5.53 station module named "immigration st1".

Firstly, the station module named "immigration st1" is created to receive routed entities from Block 5 with station type "station" as is illustrated in Figure 5.53.


Figure 5.54 assign module named "Assign t2".

Then, an "assign" module is created to set some variables and attributes used to identify which block is busiest (from blocks $14,15,16$ and 17) to avoid sending passengers to such block. Others are used meanwhile to capture and record the time of entities, as this data can be used later as output data. This assign module sets all required figures related to entered entities, while there is another one used later which sets all required figures related to leaving entities. "Nimg1in" is a global variable associated to immigration station 1 or (Block 14) as a counter initiated with zero value and increased by entities passing through it with an increment of one. On the other hand, "Nimgin" refers to all stations and can tell you how many passengers entered all immigration stations at any certain time. In addition, "timg1in" and " $t 2$ " capture the time of entering the station as shown in Figure 5.54.


Figure 5.55 decision module named "immigration".

After that a decision module is used to distribute entities with equal ratio (or chance) to all immigration points. The decision module named "immigration" is "N-way by chance" type and the percentages are equal to 5.56 as there are 18 immigration points, as shown in Figure 5.55 .


Figure 5.56 decision module name "Check Flag1".

In this decision module the state of the immigration point is checked with "imgflag" variable: if it equals one that means the immigration point has an officer, otherwise it means the point can be used. True logic is connected to the process module while the false logic is connected back to the first decision module named "immigration" as shown in Figure 5.56.


Figure 5.57 Process module "immigration st1 p1".

As mentioned, the immigration point is considered as a resourced process module in this process flow as it has type "standard" and logic action of "seize delay release" as shown in Figure 5.57.


Figure 5.58 record module named "no of pass out 1 ".

Then a record module is used to count the number of leaving entities which can tell us the number of checked passengers for that specific block as shown in Figure 5.58.


Figure 5.59 assign module named "Assign 80".
This assign module sets all required figures related to leaving entities as mentioned earlier in the first assign module. The "Nimg lout" global variable is associated to immigration station 1 or (Block 14) as a counter initiated with zero value and increased by passing entities through it with increments of one. On the other hand, "Nimgout" refers to all stations, and can tell you how many passengers leave all the immigration stations at any certain time. In addition, "timg lout" captures the time of leaving the station as shown in Figure 5.59.


Figure 5.60 route module named "Route to convyers1"

This route module directs entities to conveyor belts to collect their luggage in Block 7. The route time is configured to be "Transfer Time" and the destination type set to be "Station" and the station name is "conveyers" as shown in Figure 5.60.

### 5.14 Block 13 Immigration flag assigning

This block is created as a controller block which assumes and decides how many and which immigration counters or points are active and which are not. That can be done based on the ratio of the assigned number of available immigration staff in the airport at any specific time (see Figure 5.61). This block is created on the logic of creating a controller entity, then duplicating it with the number of total immigration points in the whole airport. Then, those entities are divided between two paths by the assigned ratio as a chance percentage. The first path assigns a flag with the value of one (assumed to be active) while the other assigns a flag with the value of zero (assumed to be not active).


Figure 5.61 logic chart of block 13 with its modules

Firstly, a create module is used to create an entity named "Create Img Flag Controller" with entity type of "Entity Flag controller". This value is set at 1, the units set as "Days" and entity of arrival is 1 with max of 1 . This can be changed to do different ratios for each shift (e.g. 8 hours) or any other period based on the actual practice in the terminal (see Figure 5.62).


Figure 5.62 "create" module for initiating immigration flag controller entity.

Then, a separate module can be attached to create subcontrollers. The name is assigned to be "Seprate Img Flag Subcontroller" with the type of "Duplicate Original" and the number of duplicates equals 132 which represents the number of immigration counters as shown in Figure 5.63.


Figure 5.63 separate module controller to create subcontrollers

That is followed by an assign module called "Assign Counter n" which updates a global variable value named "nflag" with increments of one. This will be used to identify the flag number as seen in Figure 5.64.


Figure 5.64 assign module to count number of flags

A decision module named "Decide ratio of failure" is linked to simulate the ratio of active immigration points in the terminal. The type is set to be 2 -way by chance and the percentage equals the variable "PercentAvImg" as shown in Figure 5.65.


Figure 5.65 decision module that converts the ratio of availability to assign which immigration point, working randomly for the sake of simulation.

After that, another assign module named "Assign img flag to 1 " is used at the "true" logic end to set the flag with the value of 1 (active or available counter). That flag is held in a global variable array named "imgflag" with length of 132. "nflag" which was assigned earlier is used to specify which flag in the array and is represented as imgflag(nflag). For instance if the second flag is active that can be represented as $\operatorname{imgflag}(2)=1$ (as illustrated in Figure 5.66).


Figure 5.66 assign module used for assigning active or available immigration officer (flag=1)

On other hand, another assign module named "Assign img flag to 0 " is used at the "false" logic end to set the flag with the value of 0 (not active or closed counter). That flag is held in a global variable array named "imgflag" with length of 132 as shown in Figure 5.67.


Figure 5.67 assign module used for assigning non-active or empty immigration point (flag=0)

The last controller entity is specified by using decision module named "decide if it is the Last" with "2-way by condition" type and the condition is "If nflag >= 132" (as illustrated in Figure 5.68).


Figure $\mathbf{5 . 6 8}$ decision module is used to check if this subcontroller is the last

By knowing that the last controller is assigned already, the counter can be reset to zero as it may be used later for assigning the flag for the next day or 8 hour shift...etc. For that an assign module is attached with name" assign the counter nflag 0 again" which equals "nflag with zero" as shown in Figure 5.69.


Figure 5.69 assign module that assigns 0 to the counter which might be refreshed in the new shifts of the immigration officers

Finally, a dispose module named "Dispose img flag" is attached to finish the job by terminating created entities in the end as shown in Figure 5.70.


Figure 5.70 dispose module that disposes controllers and sub controllers.

### 5.15 Block6: assign a picture for passenger after collecting his bags

Block 6 is used to modify the passenger entity's image to one that represents their status once they get their luggage, and have passed through the baggage handling and collecting process handled in Blocks 8, 9 and 10. These blocks (mainly 10) will direct passengers who have found their luggage to Block 6 to get their status appearance changed (see Figure 5.71).


Figure 5.71 Logic flowchart of block 6 modules.
That can be done in this block by using a decision module followed by eight assign modules, with eight different colours used to represent passengers. The decision module is named "pax
type" and the type is set to be "N-way Condition" with eight expression conditions "Passenger type $=1,2,3, \ldots, 8 "$ (as shown in Figure 5.72).


Figure 5.72 Decision module for passenger type separation.

### 5.16 Block 7: Direct each flight passengers to associated conveyer

According to arrival flight allocation in the jet way, this block will assign a suitable conveyor belt as it needs to be close to the passengers' walking path. This block is meant to be called from the main luggage block (Block 10). Block 7 contains 13 blocks to simulate the mentioned logic as shown in Figure 5.73. The block starts with a station module which receives entities and an assign module that captures the time, then a decision module identifies which conveyor belt is nearest to the arrival jet way based on 10 expression conditions as is revealed in Table 5.13. After that a route module will lead to a specified belt.


Figure 5.73 Logic flowchart of block 7 modules.

Each conveyor is assigned to a specific jet way as it is located nearest to the walking path for that flight. Passenger expressions are listed in Table 5.13.

Table 5.13 Decision module expression

| Conveyor No | Expression |
| :--- | :--- |
| conveyor 1 | GW index $==1 \\|$ GW index $==11$ |
| conveyor 2 | GW index $==2$ |
| conveyor 3 | GW index $==3$ |
| conveyor 4 | GW index $==4 \\|$ GW index $==12$ |
| conveyor 5 | GW index $==5$ |
| conveyor 6 | GW index $==6 \\|$ GW index $==13$ |
| conveyor 7 | GW index $==7$ |
| conveyor 8 | GW index $==8$ |
| conveyor 9 | GW index $==9 \\|$ GW index $==14$ |
| conveyor 10 | GW index $==10$ |

These ten expressions are filled in conditions in the field of "which conveyer" in a decision module with " N -way by Condition" type as is illustrated in Figure 5.74.


Figure 5.74 Decision module for passenger separation by their jet way gate.

That is connected to a "route" module named "Route to 1 c " with route time set to be "Transfer Time" and with "minutes" in the units field, while the destination type is set to "station" with station name of "station 1c", and likewise for the first other nine route modules (see Figure 5.75).


Figure 5.75 Route module for conveyor belts

### 5.17 Block 8: simulates baggage cart transfer by handling agent

This block contains 6 modules and represents the cart as it is released from the plane and prepared to makeup area to be sent to conveyor belts in the airport terminal (see Figure 5.76).

Block 8 (before 9) simulating baggage cart transfer


Figure 5.76 Logic chart of Block 8 baggage cart transfer.

Firstly, a station module named "station bag cart in" with type "station" is created to receive entities from Block 3 route modules as shown in Figure 5.77.


Figure 5.77 Station module named "Station Bag cart in".

Then an assign module is linked to attach a picture of the cart, with the name picture.box from the entity pictures as illustrated in Figure 5.78.


Figure 5.78 Assign module to assign entity pictures.
That picture is illustrated in the following figure with value of "Picture.Box" from the Libraries included in Arena at the file named "basicprocess.pld" (see Figure 5.79).


Figure 5.79 Selecting and adding cart picture.

After that a route module is created to forward the cart to the process module; the main purpose of the route station is to allow an animation for moved carts as shown in Figure 5.80.


Figure 5.80 Route module named "Route Bag Cart".

Next a station named "station bag cart" with "station" type is connected to receive entities into the process module as shown in Figure 5.81.


Figure 5.81 Process module named "Station Bag Cart".

The process module is named "Process Bag Cart Transfer" with type "Standard" and logic action "Delay" following a triangular distribution as explained in Figure 5.82.


Figure 5.82 Baggage cart process module configuration.
Finally, a route module named "Route BHS" is used to transfer baggage to the station named "station bhs" located in Block 9 which direct flight baggage to different conveyors as shown in Figure 5.83.


Figure 5.83 Route module named "Route BHS".

### 5.18 Block 9: flight baggage directed to different conveyors

This block has 10 related block and has the same purpose as Block 7; yet, this block is concerned with luggage in place of passengers. On the other hand, the block follows the same logic as Block 7. This block contains 13 modules and ten of those are route stations, and also it starts with one station module, a separate module and a decision module as explained in Figure 5.84.


Figure 5.84 Logic flowchart of Block 9 modules.

### 5.19 Block 10: The main luggage claim block

The block for luggage claim is found to be one of the most complex logic blocks since it needs a logic that is capable of identifying each passenger with their associated baggage. Arena simulates that job by the "match" and "batch" modules as it will be revealed later. Block 10 consists of 72 modules that contain ten stations and a route module (see Figure 5.85).


Figure 5.85 Logic flowchart of block 10 modules.
The logic can be separated to ten identical sections; each section contains 7 modules in linked to the assign and the route module which act like a conveyor belt as illustrated in Figure 5.86.


Figure 5.86 Logic flowchart of each conveyor in block 9 modules.

Each "decide" module categorise entities by their type and direct them to three ends which all connected to a "match" module of that specific conveyor belt. Decision module named "Pax
and baggage $1,2, \ldots, 10$ " with "N-way condition" type. Three expression condition added then the separation function takes place as illustrated in Figure 5.87.


Figure 5.87 Decision module named "Pax and baggage 1".

Then a match module is chosen to be the link for the three associated items and the three inputs are sorted based on their attributes, as all of them share the same identifying attribute called "passenger index" as shown in Figure 5.88.


Figure 5.88 Match module used to associate passengers with their bags.

The next "batch" module is configured to be a "permanent" type as it will be kept without separation until the "dispose" module of Block 18 as shown in Figure 5.89.


Figure 5.89 Batch module to bind associated entities from previous match.

Then, a "route" module is assigned to route the one as whole set of entities and treated as an entity they are gathered from "batch" module to Block 6, which attaches a new picture to that entity after baggage collection; this shows the passengers' status once they have collected their luggage (see Figure 5.90).


Figure 5.90 route module named" route to pax type st".

After that, a process module named "collecting baggage from \#c" for each conveyor is configured to be type "Seize Delay Release" with resource added to simulate the capacity utilization of that belt as shown in Figure 5.91.


Figure 5.91 Process module named "Collecting baggage from 1c".
The ten conveyor belts are followed by one "assign" module named "Assign $t 4$ " created to capture the time of collecting luggage process as shown in Figure 5.92.


Figure 5.92 Assign module "Assign $t 4$ " to capture time " $t 4$ ".

Lastly, a route module named "Route to customs" is connected to send an item to the x-ray machines to be checked by customs with destination type "station" and station name "customs" which is located in Block 11 with route time equal to "Transfer time" (see Figure 5.93).


Figure 5.93 Route module named "route to customs".

### 5.20 Block 11: Simulates the flow of passengers in customs x-ray check points

Block 11 simulates the terminal customs as it consists of four x-ray check points and each contains four x-ray machines. Entities are led to the closest x-ray, defined from the passenger path based on which jet way he or she passed through. The logic flowchart of Block 11 is illustrated in Figure 5.94 which begins with a "station" module named "customs" and a station type "station" that is connected to the "decide" module that leads entities by considering their gate location to find the closest x-ray point.


Figure 5.94 Logic flowchart of Block 11 modules.

The four x-ray points have been simulated in a similar logic flowchart shown in Figure 5.95. Each one begins with "decide" modules named: "xray 1 to 4", "xray 5 to 8 ", "xray 9 to 12 " and "xray 13 to 16 " which will distribute entities with a chance percentage of $25 \%$ for every x-ray machine.


Figure 5.95 Logic flowchart of each x-ray point Block 10 modules.

Before that a "decide" module named "conveyer" is attached to the block and configured with type "N-way by condition" with four "expression" conditions as revealed in Figure 5.96.


Figure 5.96 Decision module named "conveyer".

Figure 5.97 shows the configuration of the four connected "decide" modules as mentioned at the beginning.


Figure 5.97 Decision module named "xray 1 to 4".

As known with any regular process, this operation would need to be allocated resource capacity that can be simulated by a "process" module with type of "seize delay release" with one resource assigned for each machine as shown in Figure 5.98.


Figure 5.98 process module named "xray 1".

### 5.21 Block 12: The bus's movement in the airport

Bus transportation is one of the characteristics that is contained in the suggested simulation model, yet this block is simply approached only once all the jet ways are engaged or the arrived aircraft is not capable of being connected to the jet way (see Figure 5.99).


Figure 5.99 Logic flowchart of block 12 modules.

The batch module is utilised for allowing buses to collect passengers by considering them as one item in total before a different bus will come to collect the remaining passengers in the same way, as shown in Figure 5.100.


Figure 5.100 Batch module named "Batch to bus 1".

Then a "process" module named "bus moving process 1 " is used to simulate bus transportation time needed to reach the terminal with "standard" type and logic action assigned to "delay" as shown in Figure 5.101.


Figure 5.101 Process module named "Bus Moving Process 1".

After that a "separate" module is attached to release the entities from the buses to allow them to enter the building of the airport terminal. The batch type is configured to be "split existing batch" and entities' attributes should be retained as their initial values (see Figure 5.102).


Figure 5.102 separate module named "Separate Bus 1"

### 5.22 Block18: Shopping and dispose.

The last block is named "shopping and dispose"; the shopping process is however not meant to be focused on in this study. It is not considered to be one of the crucial objectives as it is profitable, and capacity is not an issue due to the huge area assigned to it; it has however been involved to give a holistic view of the practice as advised by Correia et al. (2008a, 2008b). The shopping process is represented by a process module that considers the time of the shopping as an activity. The last and main module in this is the "dispose" module to allow passenger entities and their baggage to exit the system in this step of the simulation (see Figure 5.103).


Figure 5.103 Logic flowchart of Block 18 modules.

### 5.23 Summary

By the end of Block 18, the simulation model is completed. The process started with using simulation steps in the designed route-station blocks and analysing gathered data from the airport terminal. An "Input analyser" is a supportive software that has done the distribution expression recognising in that area. In addition, the re-adjustment capability was considered
to get the model prepared for the next required step for applying sets or groups of trials (different 'what if' scenarios) as can be illustrated in the following chapter for regression and fuzzy logic study's sake. "Record" modules will help to gain readings of some factors captured at specific times to allow the production of a report to assist this research. There are many additional ways of creating DES models and there are various diverse environments which could be studied as replications of this research, to allow for more alternatives and to provide more performance optimisation room to develop. Advantages and disadvantages will be discussed after the results chapter.

## Chapter 6 Results

### 6.1 Introduction to simulation results

Arena is known by its well-detailed results for each simulation executed on it, powered by crystal report. This chapter will reveal out data of running the simulation model firstly to show the different factors. Independent variables (or predictors) that used to predict some other variable are identified here as "FlightsPerDay", "PaxPerFlight", "img_time", "x_ray_time" and "PercentAvImg" while the dependent (or predicted) variables that can be calculated by a using the independent variable clarified as "no disp count", "pax_time" and "Record passenger counter", in addition to a capacity ratio that can be calculated from two variables as described in Table 6.1. A series of different situations and scenarios are carried out in Arena to get outputs that can be analysed later, for preparing a mathematical presentation of the system behaviour by changing the inputs of that simulation model. This mathematical model can allow the optimisation study on the system as it has been set as an aim of this research. Copies of detailed reports are included in the appendix section. In existing running configuration setting it has been considered number of replications to be as high as possible. However it cannot be performed in some cases due to the huge number of modules, and large number of simultaneous entities, particularly on peak and highly utilised days where there are a lot of in-system entities (example of that shown in Figure 6.1). The number of scenarios aimed to be done was 500 in about 80 groups, although only 253 trials in 40 groups were carried out; the rest were not applied due to the limitation on the number of objects that can be handled (see Figure 6.1).

```
ERROR:
Entity: 1102
A runtime error was detected at time 1401.8 at the following block:
* 2053 235$ DUPLICATE,100-100:1,11463$,100:NEXT (11462$);
Dimension of internal array ISET exceeded.
There is not enough space to complete processing your model.
Use the Array Sizes page in the Run/Setup dialog to
increase the space allocated, then recheck your model.
```

Figure 6.1 runtime error was detected when software entity capacity exceeded.
The "Run setup" configuration setting was done by assigning the replication parameters to have a high replication, mostly starting with 10 days unless an error is found as mentioned
that leads to a reduced number of replications. The "initialize between replications" option is set to be "system". Replication length is set to be a day, " 24 hours", as the airport works 24/7 and "hours per day" set to be " 24 hours" while the base time unit set to be minutes as shown below in Figure 6.2.


Figure 6.2 Run Setup Configuration settings

After running the simulation model, a report was generated for the specified number of replications, and those report parameters from "Project Parameters" in the run setup window are shown in Figure 6.2 Run Setup Configuration settings. User- specified category parameters are mostly more relevant as they have been captured by the user's decision, in this case "assign" and "record" modules used to carry out these variables which are: "Av real", "bhs", "f1: FlightsPerDay", "f2: PaxPerFlight", "f3: img_time", "f4: x_ray_time", "f5: PercentAvImg", "health", "img 1 time", "img 2 time", "img 3 time", "img 4 time", "img_time all", "immigration", "no disp count", "pax_time", "Record passenger counter" and "x-ray" illustrated in Figure 6.3 and Table 6.1.


Figure 6.3 Sample page from detailed Arena simulation after running it.
Table 6.1 detailed output of sample Arena simulation

| Expression | Average | Half <br> Width | Minimum <br> Average | Maximum <br> Average | Minimum <br> Value | Maximum <br> Value |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Av real | 58.8120 | 1.11 | 57.6319 | 59.7615 | 50.7576 | 67.4242 |
| Bhs | 14.6696 | 0.00 | 14.6673 | 14.6731 | 12.0152 | 16.9984 |
| f1: FlightsPerDay | 70.0000 | 0.00 | 70.0000 | 70.0000 | 70.0000 | 70.0000 |
| f2: PaxPerFlight | 250.00 | 0.00 | 250.00 | 250.00 | 250.00 | 250.00 |
| f3: img_time | 7.0000 | 0.00 | 7.0000 | 7.0000 | 7.0000 | 7.0000 |
| f4: x_ray_time | 0.5000 | 0.00 | 0.5000 | 0.5000 | 0.5000 | 0.5000 |
| f5: PercentAvImg | 60.0000 | 0.00 | 60.0000 | 60.0000 | 60.0000 | 60.0000 |
| Health | 0.6587 | 0.00 | 0.6560 | 0.6635 | 0.00 | 10.7308 |
| img 1 time | 14.1781 | 1.81 | 12.5073 | 16.0815 | 0.00 | 471.68 |
| img 2 time | 31.6410 | 3.53 | 29.3730 | 36.3765 | 0.00 | 528.51 |
| img 3 time | 35.7970 | 3.66 | 32.1725 | 39.1332 | 0.00 | 429.30 |
| img 4 time | 15.6072 | 1.41 | 14.8172 | 17.4697 | 0.00 | 432.20 |
| img_time all | 97.2234 | 8.29 | 89.3365 | 107.13 | 7.0000 | 528.51 |
| immigration | 97.2234 | 8.29 | 89.3365 | 107.13 | 7.0000 | 528.51 |
| no disp count | 7664.22 | 109.18 | 7537.63 | 7769.49 | 1.0000 | 16694.00 |
| pax_time | 115.13 | 8.21 | 107.19 | 124.95 | 19.6158 | 543.10 |
| Record passenger | 9096.24 | 10.10 | 9085.61 | 9104.86 | 251.00 | 17570.00 |
| counter |  |  |  |  |  |  |
| X-ray | 1.0683 | 0.22 | 0.9633 | 1.3879 | 0.5000 | 34.7806 |

As has been indicated, 253 simulation scenarios were considered. These scenarios were carried out as groups, where each group has one variable which is changed, while other variables are fixed at certain values. Some constraints were considered, such as the capacity limitation of handled entities in the Arena software. Another aspect to be considered is the variable range, for example the number of flights per day, or "F/D", varies from 10 to 160 due to terminal operation capacity and authorities' regulations. The number of passengers per flight, or "P/F", is assumed to vary from 100 to 500 as the Airbus A380 can carry about 525 passengers in its current seating format (www.airbus.com 2014), (Bazargan et al. 2008). Other ranges can be seen in Table 6.2.

Table 6.2 ranges for variables

|  | F/D | P/F | img_t | $x_{-} r y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Min | 10 | 100 | 1 | 0.5 | 13 | 407.5 | 23.97 | 1507.5 | 0.230 |
| Max | 160 | 500 | 20 | 20 | 100 | 17544.3 | 723.96 | 18133.64 | 0.993 |

F/D: number of flights arriving at the terminal per day
P/F: number of passengers per flight
img_t: immigration and passport check process time
$\boldsymbol{x}_{-}$ray_t: $x$-ray and customs check process time
$a v:$ percentage of immigration and passport check
disp_pax: number of disposed passengers from airport terminal
pax_t: passengers total time spent in the terminal
total_pax_no: total number of passengers generated in the simulation
cap: capacity ratio of disposed passengers to total number of passengers

While creating these scenarios an adaptive neuro-fuzzy logic model was generated and assessed to identify areas needed to be covered from the input output graph that simulates the mathematical model of the system, which can show illogical results for undefined areas, where more trials are required. The summary of input trials are presented in

Table 6.3 as 40 groups where the variable parameter is highlighted in each row and named x and that range defined in the "from" and "to" columns. From the values of t-test column it can be said that as the system is utilized more, the trial will better reflect the behaviour of the system.

Table 6.3 Summary of input groups by fixing all variables and changing one of them

|  | F/D | P/F | img_t | $x_{-} r a y_{-} t$ | $a v$ | x from | $x$ to | $t$-test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| G1 | 30 | 300 | 3 | 1.5 | x | 25 | 100 | 0.000483 |
| G2 | 40 | 200 | x | 1 | 100 | 1 | 20 | $1.53 \mathrm{E}-05$ |
| G3 | 100 | 219 | x | 0.5 | 100 | 1 | 7 | $7.83 \mathrm{E}-10$ |
| G4 | 100 | 219 | 1 | 0.5 | x | 100 | 20 | 0.20668 |
| G5 | 100 | x | 3 | 1.5 | 100 | 100 | 170 | 0.001263 |
| G6 | 100 | x | 1.5 | 1.5 | 100 | 100 | 160 | 0.029525 |
| G7 | 134 | 219 | x | 0.5 | 100 | 6 | 1 | $1.89 \mathrm{E}-05$ |
| G8 | 160 | 219 | x | 0.5 | 100 | 4 | 1 | 0.000251 |
| G9 | 29 | 219 | x | 0.5 | 100 | 1 | 6 | $1.22 \mathrm{E}-14$ |
| G10 | 14 | 200 | 1 | x | 100 | 20 | 1 | 0.017841 |
| G11 | 29 | 219 | 1 | 0.5 | x | 100 | 70 | 0.108318 |
| G12 | 29 | 219 | 1 | x | 100 | 2.5 | 1 | 0.082049 |
| G13 | 40 | 200 | 4 | 1 | x | 30 | 100 | 0.092969 |
| G14 | 20 | 120 | 2.5 | x | 100 | 1 | 10 | 0.140913 |
| G15 | 25 | 125 | x | 1.5 | 100 | 1 | 10 | $9.35 \mathrm{E}-13$ |
| G16 | 25 | 125 | 2 | x | 100 | 7 | 0.5 | 0.01958 |
| G17 | 40 | x | 4 | 1 | 100 | 100 | 500 | 0.011249 |
| G18 | 50 | x | 3 | 1.5 | 100 | 100 | 300 | $2.37 \mathrm{E}-07$ |
| G19 | x | 300 | 3 | 1.5 | 100 | 40 | 10 | 0.002658 |
| G20 | x | 300 | 5 | 1.5 | 100 | 10 | 50 | 0.009673 |
| G21 | 150 | 130 | 2 | 1 | x | 100 | 30 | 0.803939 |
| G22 | 100 | 240 | 4 | 0.5 | x | 100 | 30 | 0.874304 |
| G23 | 100 | 240 | 2 | 0.5 | x | 100 | 30 | 0.177709 |
| G24 | 100 | 240 | 4 | 0.5 | x | 100 | 30 | 0.598464 |
| G25 | 115 | 225 | 5 | 0.5 | x | 100 | 45 | 0.702112 |
| G26 | 30 | 300 | 10 | 1.5 | x | 30 | 100 | 0.032986 |
| G27 | 30 | 250 | 10 | 1.5 | x | 30 | 100 | 0.102204 |
| G28 | 35 | 250 | 10 | 1.5 | x | 30 | 100 | 0.060091 |
| G29 | 35 | 250 | 9 | 1.5 | x | 30 | 100 | 0.07995 |
| G30 | 35 | 250 | 10 | 2 | x | 30 | 100 | 0.018201 |
| G31 | 30 | 300 | 10 | 2 | x | 30 | 100 | 0.061747 |
| G32 | 60 | 300 | 1 | 1 | x | 30 | 100 | 0.082093 |
| G33 | 95 | 300 | 4 | 0.5 | x | 60 | 100 | 0.204652 |
| G34 | 90 | 230 | 5 | 0.5 | x | 55 | 100 | 0.862127 |
| G35 | 90 | 200 | 7 | 0.5 | x | 55 | 100 | 0.870562 |
| G36 | 45 | 300 | 5 | 1 | x | 25 | 100 | 0.047345 |
| G37 | 95 | 300 | 4 | 0.5 | x | 60 | 100 | 0.057604 |
| G38 | 30 | 300 | 7 | 1 | x | 20 | 100 | 0.228472 |
| G39 | 30 | 300 | 5 | 1.5 | x | 13 | 100 | 0.000725 |
| G40 | 30 | 250 | 5 | 1.5 | x | 15 | 100 | 0.008796 |

## From

Table 6.3 it can be seen that the graph created from the adaptive neuro-fuzzy logic model shows indefinites in column av group 21 to group 40; confirmed by the chart which is presented later in this chapter. The variable x is used to present the varied predictor while others fixed in a certain group of trials. The $t$-test assesses whether the means of two groups are statistically different from each other. After giving this general picture about the input data, each group will be presented in detail with charts of some dependent variables along with the varied variable (changed value among the fixed ones).

### 6.2 Description of Input Group 1

In this group nine trials are made by fixing the four factors of $\mathrm{F} / \mathrm{D}$ ( number of flights per day) to $30, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) to 300 , x_ray_t (time for customs and x-ray scanning) to 1.5 and img_t (immigration check time) to 1.5 while changing the variable av (percentage of the available immigration staff). This should affect the pax_time or (total passenger time), although in this case the number of flights are low which means a number of 300 passengers will mostly leave the airport before the next 300 passengers are handled. X_ray_t can lead to a high number of bottlenecks in customs, and the security scanning and checking section, which add a delay as shown in pax_t column in Table 6.4.

Table 6.4 Group 1 brief detailed input output table

| G1 | F/D | $P / F$ | img_t | $x_{-} r y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 30 | 300 | 3 | 1.5 | 100 | 4310.5 | 131.35 | 5132.92 | 0.84 |
| 2 | 30 | 300 | 3 | 1.5 | 90 | 4249 | 88.4947 | 4805.9 | 0.88 |
| 3 | 30 | 300 | 3 | 1.5 | 80 | 4187.5 | 117.97 | 4931.2 | 0.85 |
| 4 | 30 | 300 | 3 | 1.5 | 70 | 4063 | 166.11 | 5151.45 | 0.79 |
| 5 | 30 | 300 | 3 | 1.5 | 60 | 4345 | 115.51 | 5069.54 | 0.86 |
| 6 | 30 | 300 | 3 | 1.5 | 50 | 4142.5 | 135.39 | 4995.64 | 0.83 |
| 7 | 30 | 300 | 3 | 1.5 | 40 | 4241.5 | 124.17 | 5023.31 | 0.84 |
| 8 | 30 | 300 | 3 | 1.5 | 30 | 4346.5 | 104 | 4999.36 | 0.87 |
| 9 | 30 | 300 | 3 | 1.5 | 25 | 4293 | 101.48 | 4940.99 | 0.87 |

*cap $=$ disp_pax / total_pax_no
It can be seen an almost fixed Pax_t at 120, plus or minus about 30; as illustrated in Figure 6.4 there is some undefined behaviour which can be cleared by increasing F/D variable in the next group, which will allow a better representation of the system.


Figure 6.4 Group 1 the effect of available immigration staff ratio (av) on total passenger time (Pax_t)

### 6.3 Description of Input Group 2

In this group six simulations were executed by fixing the four factors of $\mathrm{F} / \mathrm{D}$ (number of flights per day) to $40, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) to 200 , x_ray_t (time for customs and $x$-ray scanning) to 1 and av (percentage of the available immigration staff) to 100 while changing the variable img_t (immigration check time) from 1 to 20 . This should effect the pax_time or total passenger time; in this case the number of flights are not as low as in group 1 which means 200 passengers will show some clear behaviour change that can identify the relationship as Figure 6.5 can demonstrate. X_ray_t will not lead to a high level of bottlenecks in customs and the security scanning and checking section as in group 1, and will therefore not add more delay, as is shown in Pax_t column in Table 6.5.

Table 6.5 Group 2 brief detailed input output table

| G2 | F/D | $P / F$ | $\boldsymbol{i m g}$ _ $\boldsymbol{t}$ | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 40 | 200 | 1 | 1 | 100 | 3949.5 | 42.0913 | 4178.55 | 0.95 |
| 11 | 40 | 200 | 3 | 1 | 100 | 3940.5 | 46.875 | 4197.23 | 0.94 |
| 12 | 40 | 200 | 5 | 1 | 100 | 3911.5 | 47.1442 | 4168.58 | 0.94 |
| 13 | 40 | 200 | 10 | 1 | 100 | 3919.5 | 56.4547 | 4229.82 | 0.93 |
| 14 | 40 | 200 | 15 | 1 | 100 | 3893 | 60.9906 | 4234.17 | 0.92 |
| 15 | 40 | 200 | 20 | 1 | 100 | 3811.5 | 80.1655 | 4269.97 | 0.89 |

From Table 6.5 it can be said that there is clear correlation between pax_t and img_t and this is illustrated clearly in Figure 6.5 - as img_t changes from 1 to 20 min , pax_t changes from

42 to 80 min relatively. The capacity ratio of disposed no. of passengers to total no. of created passengers shows a correlated change from 0.89 to 0.95 .


Figure 6.5 Group 2 the effect of immigration and passport check process time (img_t) on total passenger time (pax_t)

### 6.4 Description of Input Group 3

In this group seven trials are made by fixing the four factors of F/D ( number of flights per day) to $100, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) to 219 , x_ray_t (time for customs and xray scanning) to 0.5 and av (percentage of the available immigration staff) to 100 while changing the variable img_t (immigration check time) from 1 to 7 . This should effect the pax_t or total passenger time; in this case the number of flights is much higher than in groups 1 and 2 which means that the 219 passengers will show some clear behaviour change that can identify the relationship as Figure 6.6 demonstrates. In addition, x_ray_t is much lower than in groups 1 and 2, which gives more emphasis to the relationship between img_t and the output variables shown in Table 6.6.

Table 6.6 Group 3 brief detailed input output table

| $\boldsymbol{G 3}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{i m g} \boldsymbol{q}_{-} \boldsymbol{t}$ | $\boldsymbol{x}_{-} \boldsymbol{r a y _ { - } \boldsymbol { t }}$ | $\boldsymbol{a v}$ | $\boldsymbol{d i s p} \boldsymbol{p a x}$ | $\boldsymbol{p a x} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x _ { - } \boldsymbol { n o }}$ | $\boldsymbol{c a p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | 100 | 219 | 1 | 0.5 | 100 | 10750.5 | 31.99 | 11244.59 | 0.96 |
| 17 | 100 | 219 | 2 | 0.5 | 100 | 10758 | 32.42 | 11255.84 | 0.96 |
| 18 | 100 | 219 | 3 | 0.5 | 100 | 10732 | 33.77 | 11248.93 | 0.95 |
| 19 | 100 | 219 | 4 | 0.5 | 100 | 10753.5 | 35.39 | 11293.81 | 0.95 |
| 20 | 100 | 219 | 5 | 0.5 | 100 | 10712.5 | 37.45 | 11283.08 | 0.95 |
| 21 | 100 | 219 | 6 | 0.5 | 100 | 10720.5 | 37.78 | 11295.64 | 0.95 |
| 22 | 100 | 219 | 7 | 0.5 | 100 | 10664.5 | 41.13 | 11291.52 | 0.94 |

Pax_t shows variance from 31 to 41 which correlates with the img_t variance from 1 to 7 as shown in Figure 6.6. There is a slight effect on the capacity ratio as it varies from 0.94 to
0.96 . The number of disposed passengers changes in the same way but by decreasing in value, although there are some exceptions when img_t equals 6,3 and 1 . The chart shows the increment of the total passenger time with respect to img_t.


Figure 6.6 Group 3 the effect of immigration and passport check process time (img_t) on total passenger time (pax_t)

### 6.5 Description of Input Group 4

Group 4 has five trials prepared by fixing the four factors of F/D (number of flights per day) to $100, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) to 219 , img_t (immigration check time) to 1 and x_ray_t (time for customs and x-ray scanning) to 0.5 while changing the variable av (percentage of the available immigration staff) from 20 to 100 . Contrary to the expected, pax_t did not respond to that change. The reason for this may be the low level of utilisation the terminal experienced by having both $\mathrm{F} / \mathrm{D}$ (100) and $\mathrm{P} / \mathrm{F}$ (219), which were quite low compared with the first trial, along with low time in immigration. X_ray_t was also found to be reasonable, not taking a high time for each passenger in this group. Table 6.7 shows stability in the four output variables disp_pax, pax_t, cap ratio and total_pax_no.

Table 6.7 Group 4 brief detailed input output table

| G4 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | 100 | 219 | 1 | 0.5 | 100 | 10750.5 | 31.99 | 11244.59 | 0.96 |
| 25 | 100 | 219 | 1 | 0.5 | 70 | 10803 | 33.74 | 11323.34 | 0.96 |
| 26 | 100 | 219 | 1 | 0.5 | 50 | 10749 | 32.15 | 11245.47 | 0.96 |
| 27 | 100 | 219 | 1 | 0.5 | 30 | 10764.5 | 32.79 | 11269.23 | 0.96 |
| 28 | 100 | 219 | 1 | 0.5 | 20 | 10746 | 31.70 | 11234.57 | 0.96 |

Pax_t can be plotted as a horizontal line with y value of 32 min plus or minus 1 . This will bring us to increase img_t in the next group to criticise the behaviour of the system. Figure 6.7 below demonstrates the group 4 trials with pax_t and for the remaining four outputs nearly the same happens, as disp_pax has a value of $10746+0.5 \%$ (very low variance range) in the $y$ axis, and total_pax_no has a value of $11234+0.3 \%$ (very low variance) and cap ratio is 0.96 .


Figure 6.7 Group 4 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.6 Description of Input Group 5

This group also has five trials which are made by fixing the four factors of F/D (number of flights per day) at 100 , img_t (immigration check time) at 3 , x_ray_t (time for customs and xray scanning) at 1.5 and av (percentage of the available immigration staff) at 100 while changing the variable $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) from 100 to 170 . That ordinarily greatly effects the pax_time or total passenger time. Immigration check time or img_t value
of 3 is quite good for such a process with the number of available staff and x_ray_t value of 1.5 is a bit high as it can lead to high levels of bottlenecks in customs, and security scanning and checking which adds a delay as is shown in pax_t column in Table 6.8.

Table 6.8 Group 5 brief detailed input output table

| $\boldsymbol{G 5}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{i m g} \boldsymbol{t} \boldsymbol{t}$ | $\boldsymbol{x}_{-} \boldsymbol{r a y}_{-} \boldsymbol{t}$ | $\boldsymbol{a v}$ | $\boldsymbol{d i s p} \boldsymbol{p a x}$ | $\boldsymbol{p a x} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x} \boldsymbol{n o}$ | $\boldsymbol{c a p}$ |
| :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 29 | 100 | 100 | 3 | 1.5 | 100 | 4898.5 | 49.56 | 5247.19 | 0.93 |
| 30 | 100 | 120 | 3 | 1.5 | 100 | 5692.5 | 86.21 | 6419.29 | 0.88 |
| 31 | 100 | 140 | 3 | 1.5 | 100 | 6573 | 79.49 | 7372.81 | 0.89 |
| 32 | 100 | 160 | 3 | 1.5 | 100 | 6610 | 138.45 | 8245.76 | 0.80 |
| 33 | 100 | 170 | 3 | 1.5 | 100 | 7028 | 173.44 | 9120.69 | 0.77 |

This group illustrates great deal of impact of $\mathrm{P} / \mathrm{F}$ clearly on all four-output aspects; as $\mathrm{P} / \mathrm{F}$ changes from 100 to 170 the value of disp_pax varies between 4898 to 7028 , while pax_t changes from 49.5 min to 173.4 min . On the other hand total_pax_no increased from 5247 to 9120, and finally cap ratio has decreased from 0.93 to 0.77 (see Figure 6.8).


Figure 6.8 Group 5 the effect of number of passengers per flight ( $\mathbf{P} / \mathbf{F}$ ) on total passenger time (pax_t)

### 6.7 Description of Input Group 6

The variable $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) is varied from 100 to 160 in this group where F/D (number of flights per day) is fixed at 100 , img_t (immigration check time) at 1.5 , x_ray_t (time for customs and x-ray scanning) at 1.5 and av (percentage of the available immigration staff) at 100 . The influence shown on the four output elements is: disp_pax (number of disposed passengers from the airport terminal) increased from 4887 to 6765 ,
pax_t (passengers total time spent in the terminal) increased from 53 to 149 min , total_pax_no (total number of passengers generated in the simulation) increased from 5265 to 8563, and cap ratio (capacity ratio of disposed passengers to total number of passengers) decreased from $92 \%$ to $79 \%$, as shown in Table 6.9.

Table 6.9 Group 6 brief detailed input output table

| $\boldsymbol{G 6}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{i m g} \boldsymbol{t} \boldsymbol{t}$ | $\boldsymbol{x}_{-} \boldsymbol{r a y} \boldsymbol{t} \boldsymbol{t}$ | $\boldsymbol{a} \boldsymbol{v}$ | $\boldsymbol{d i s p \_ p a x}$ | $\boldsymbol{p a x} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x} \boldsymbol{x} \boldsymbol{n o}$ | $\boldsymbol{c a p}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 34 | 100 | 100 | 1.5 | 1.5 | 100 | 4887.5 | 53.59 | 5265.53 | 0.93 |
| 35 | 100 | 120 | 1.5 | 1.5 | 100 | 5706.5 | 69.96 | 6299.85 | 0.91 |
| 36 | 100 | 140 | 1.5 | 1.5 | 100 | 6411 | 81.58 | 7219.59 | 0.89 |
| 37 | 100 | 160 | 1.5 | 1.5 | 100 | 6765 | 149.38 | 8563.66 | 0.79 |

A slope equalling 1.6 (angle $58^{\circ}$ ) has been calculated between the two points $\mathrm{P} 1(100,53.59)$, P2 $(160,149.38)$ where $\mathrm{P}=(\mathrm{P} / \mathrm{F}$, pax_t). Figure 6.9 shows a good representation of the system behaviour as it is needed to be entered into the Nero fuzzy logic analyser. The same is expected to be illustrated easily for the remaining variables where slope disp_pax is found to be 31.3 (angle $88.1^{\circ}$ ) between the points $\operatorname{P}(100,4887.5)$, $\mathrm{P} 2(160,6765)$ while total_pax_no slope is measured to be 55 (angle $89^{\circ}$ ) between $\mathrm{P} 1(100,5265.53), \mathrm{P} 2(160,8563.66)$ and lastly cap slope equals -0.00233 (angle $-0.1336^{\circ}$ ) between P1(100, 0.92), P2(160,0.78).


Figure 6.9 Group 7 the effect of number of passengers per flight ( $\mathbf{P} / \mathbf{F}$ ) on total passenger time (pax_t)

### 6.8 Description of Input Group 7

By looking into this group, it can be seen that a different response occurs, as only pax_t is spotted to have a high influence, as it increases accordingly with the increment of img_t. Here img_t (immigration check time) is varied from 1 to 6 min where F/D (number of flights per day) is fixed at $134, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) at 219 , x _ray_t (time for customs and x-ray scanning) at 0.5 and av (percentage of the available immigration staff) at 100 (see Table 6.10).

Table 6.10 Group 7 brief detailed input output table

| G7 | F/D | $P / F$ | img_t | $x_{\text {_ }}$ ray_t | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 38 | 134 | 219 | 6 | 0.5 | 100 | 14062.5 | 54.62 | 15194.41 | 0.93 |
| 39 | 134 | 219 | 5 | 0.5 | 100 | 14348.5 | 43.62 | 15243.37 | 0.94 |
| 40 | 134 | 219 | 4 | 0.5 | 100 | 14330 | 38.50 | 15117.94 | 0.95 |
| 41 | 134 | 219 | 3 | 0.5 | 100 | 14229 | 39.17 | 15033.51 | 0.95 |
| 42 | 134 | 219 | 2 | 0.5 | 100 | 14434.5 | 35.96 | 15169.41 | 0.95 |
| 43 | 134 | 219 | 1 | 0.5 | 100 | 14324.5 | 33.83 | 15017.2 | 0.95 |

Results shows disp_pax approximately varied by $2.6 \%$ as it changed from 14062 to 14434 if img_t (immigration check time) changed from 1 to $6 \mathrm{~min}, 1.51 \%$ for total_pax_no (total number of passengers generated in the simulation), $3.07 \%$ for cap (capacity ratio of disposed passengers to total number of passengers) while there was a $61.47 \%$ difference calculated between max and min value of pax_t (see Figure 6.10).


Figure 6.10 Group 7 the effect of immigration and passport check process time (img_t) on total passenger time (pax_t)

### 6.9 Description of Input Group 8

This group has four trials prepared by fixing the four factors of F/D (number of flights per day) at $160, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) at 219 , x _ray_t (time for customs and x -ray scanning) at 0.5 and av (percentage of the available immigration staff) at 100 while changing the variable img_t (immigration check time) from 1 to 4. (see Table 6.11)

Table 6.11 Group 8 brief detailed input output table

| $\boldsymbol{G 8}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{i m g} \boldsymbol{t}$ | $\boldsymbol{x}_{-} \boldsymbol{r a y}_{-} \boldsymbol{t}$ | $\boldsymbol{a v}$ | $\boldsymbol{d i s p} \boldsymbol{p a x}$ | $\boldsymbol{p a x}_{-} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x} \boldsymbol{n o}$ | $\boldsymbol{c a p}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 44 | 160 | 219 | 4 | 0.5 | 100 | 16870 | 46.73 | 18017.77 | 0.94 |
| 45 | 160 | 219 | 3 | 0.5 | 100 | 16936 | 48.79 | 18133.64 | 0.933 |
| 46 | 160 | 219 | 2 | 0.5 | 100 | 17081.5 | 38.47 | 18023.57 | 0.95 |
| 47 | 160 | 219 | 1 | 0.5 | 100 | 16894.5 | 45.42 | 18016.75 | 0.941 |

By looking at Table 6.11 it can be said there is no clear influence on the four performance variables, as can be caused by low utilisation in this group. By changing the variable img_t (immigration check time) from 1 to 4, it was found that disp_pax oscillates between 16870 and 17081 ( $1.25 \%$ difference), pax_t fluctuates in the range of $38.47-48.79$ minutes with the difference estimated to be $27 \%$ at the most, total_pax_no varies slightly between 18016 and 18133 (with approximate slope of 0.34 ), and lastly the cap variable is almost unchanged in this group with an angle of $-0.02698^{\circ}$ (see Figure 6.11).

Table 6. 12 some details related to group 8 outputs

|  | disp_pax | $\boldsymbol{p a x} \boldsymbol{t}$ | total_pax_no | $\boldsymbol{c a p}$ |
| :--- | ---: | ---: | ---: | ---: |
| $\%$ | $1.25 \%$ | $26.83 \%$ | $0.65 \%$ | $1.48 \%$ |
| slope | -8.16 | 0.4372 | 0.34 | -0.00047 |
| Angle | -83.02 | 23.6165 | 18.7780 | -0.02698 |



Figure 6.11 Group 8 the effect of immigration and passport check process time (img_t) on total passenger time (pax_t)

### 6.10 Description of Input Group 9

Group nine contains six simulated trials with img_t (immigration check time) variable changing from 1 to 6 minutes while the other four factors are unchanging. F/D (number of flights per day) is set at $29, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) at 219 , x_ray_t (time for customs and x-ray scanning) at 0.5 and av (percentage of the available immigration staff) at 100. As in these trials F/D (number of flights per day) is below the last group, the same behaviour is expected out of plotting pax_t. The details of the inputs and outputs are below listed in Table 6.13.

Table 6.13 Group 9 brief detailed input output table

| G9 | F/D | P/F | img_t | x_r_ray_t $^{\text {av }}$ | disp_pax | pax_t | total_pax_no | cap |  |
| :---: | :---: | :---: | ---: | ---: | :---: | ---: | :---: | ---: | :---: |
| 48 | 29 | 219 | 1 | 0.5 | 100 | 3188.5 | 28.45 | 3298.07 | 0.97 |
| 49 | 29 | 219 | 2 | 0.5 | 100 | 3190 | 29.54 | 3300.17 | 0.97 |
| 50 | 29 | 219 | 3 | 0.5 | 100 | 3186.5 | 30.45 | 3296.48 | 0.97 |
| 51 | 29 | 219 | 4 | 0.5 | 100 | 3186.5 | 31.49 | 3296.55 | 0.97 |
| 52 | 29 | 219 | 5 | 0.5 | 100 | 3181 | 32.57 | 3293.12 | 0.97 |
| 53 | 29 | 219 | 6 | 0.5 | 100 | 3181 | 33.41 | 3293.39 | 0.97 |

The predicted room for change is low (below $0.25 \%$ ) for all factors apart from pax_t (passengers total time spent in the terminal) which shows $17.5 \%$ difference at the most. The trials produce a linear graph steadily increasing as shown in Figure 6.12.


Figure 6.12 Group 9 the effect of immigration and passport check process time (img_t) on total passenger time (pax_t)

### 6.11 Description of Input Group 10

This group will study the effect of x_ray_t on the total pax_t and disposed passenger number and ratio to total arrived passengers. Six trials are made with a low number of planes per day (F/D of 14), and the average rate of passengers per flight set at 200, and low immigration check time of 1 min and $100 \%$ percentage of the available immigration staff. X_ray_t varies from 1 to 20 minutes as listed in Table 6.14.

Table 6.14 Group 10 brief detailed input output table

| G10 | F/D | P/F | img_t | $\mathbf{x}_{-}$ray_t | av | disp_pax | pax_t | total_pax_no | cap |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| 54 | 14 | 200 | 1 | 20 | 100 | 407.5 | 557.72 | 1767.02 | 0.23 |
| 55 | 14 | 200 | 1 | 15 | 100 | 606.5 | 461.81 | 1686.77 | 0.36 |
| 56 | 14 | 200 | 1 | 10 | 100 | 883 | 410.25 | 1729.28 | 0.51 |
| 57 | 14 | 200 | 1 | 5 | 100 | 1116.5 | 213.4 | 1550.91 | 0.72 |
| 58 | 14 | 200 | 1 | 3 | 100 | 1361 | 96.58 | 1555.26 | 0.88 |
| 59 | 14 | 200 | 1 | 1 | 100 | 1407.5 | 40.32 | 1507.5 | 0.93 |

As has been observed, passenger total time is changed sharply in this group with more than 10 times ratio between $\min$ and max value. It is found to be more sharply increasing between 1 and 10 min (see Figure 6.13). On the other hand, the total number of passengers remains steady with only $17 \%$ ratio of change. Capacity ratio is dropped from $93 \%$ to $23 \%$ during these six trials.


Figure 6.13 Group 10 the effect of $x$-ray and customs check process time (x_ray_t) on total passenger time (pax_t)

### 6.12 Description of Input Group 11

This group of trials focuses on the effect of changing av\% between 30 and 100 in four trials. The other four variables remain unchanged as F/D (number of flights per day) is fixed at 29, $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set at 219, img_t (immigration check time) is set at 1 and x_ray_t (time for customs and x-ray scanning) is set at 0.5 min . The low value of F/D, x_ray_t and img_t can lead to have a low level of utilisation, and might not show a great deal of influence on output factors as shown in Table 6.15.

Table 6.15 Group 11 brief detailed input output table

| G11 | F/D | P/F | img_t | x_ray_t | av | disp_pax | pax_t | total_pax_no | cap |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 60 | 29 | 219 | 1 | 0.5 | 100 | 17544.3 | 28.44 | 17653.86 | 0.99 |
| 61 | 29 | 219 | 1 | 0.5 | 50 | 17543.85 | 28.53 | 17653.47 | 0.99 |
| 62 | 29 | 219 | 1 | 0.5 | 30 | 17543.45 | 28.71 | 17653 | 0.99 |
| 63 | 29 | 219 | 1 | 0.5 | 70 | 17543.95 | 28.47 | 17653.54 | 0.99 |

Almost no change is observed on the four output factors, shown in Table 6.15, where it can be seen that pax_t equals 28 min (no significant difference) for approximately 17653 daily arriving passengers distributed over 29 flights. Capacity ratio of disposed passengers to overall arrived passengers is estimated to be at least $99 \%$. The pax_t will be plotted as a horizontal parallel line with approximate distance of 28 min from x -axis as shown in Figure 6.14.


Figure 6.14 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.13 Description of Input Group 12

X_ray_t (time for customs and x-ray scanning) is varied in this group from 1 to 2.5 min as it is expected to create a bottleneck and a high level of delays, but without affecting the number of passenger arrived or disposed. Four trials are prepared with a low number of planes per day (F/D of 29), average rate of passengers per flight of 219 , low immigration check time of 1 min and $100 \%$ percent of the available immigration staff. X_ray_t varies from 1 to 2.5 minutes as demonstrated in Table 6.16.

Table 6.16 Group 12 brief detailed input output table

| G12 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | $p a x_{-} t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 64 | 29 | 219 | 1 | 2.5 | 100 | 16943.95 | 242.61 | 18040.37 | 0.94 |
| 65 | 29 | 219 | 1 | 2 | 100 | 17342.75 | 105.65 | 17811.43 | 0.97 |
| 66 | 29 | 219 | 1 | 1.5 | 100 | 17443.55 | 67.70 | 17739.6 | 0.98 |
| 67 | 29 | 219 | 1 | 1 | 100 | 17488.3 | 44.60 | 17686.39 | 0.99 |

A great deal of variation (more than $400 \%$ ) is measured on pax_t (passengers total time spent in the terminal) with even minor alterations of the variable of $x \_r a y \_t$, with a clear sharp increment found between 2 and 2.5 min (see Figure 6.15). The number of disposed passengers from the airport terminal (disp_pax) remains around 1700 with a small variance ( $3 \%$ difference). The total number of passengers generated in the simulation (total_pax_no) has steady behaviour, varying between 17686 and 18040 ( $2 \%$ difference). Capacity ratio of disposed passengers to total number of passengers (cap) similarly has steady behaviour and changes slightly from $94 \%$ to $99 \%$.


Figure 6.15 Group 12 the effect of $x$-ray and customs check process time (x_ray_t) on total passenger time (pax_t)

### 6.14 Description of Input Group 13

Group 13 has eight trials, carried out by assigning F/D ( number of flights per day) to 40, P/F (number of passengers per flight) to 200, img_t (immigration check time) to 4 and x_ray_t (time for customs and x-ray scanning) to 1 while changing the variable av (percentage of the available immigration staff) from 30 to 100 . It is predicted usually that pax_t may not respond to that change. This can be because of the low level of utilisation the terminal experiences by having both $\mathrm{F} / \mathrm{D}$ (40) and $\mathrm{P} / \mathrm{F}$ (200) quite low. The below table shows steadiness in the four output variables disp_pax, pax_t, total_pax_no and cap (see Table 6.17).

Table 6.17 Group 13 brief detailed input output table

| G13 | F/D | $P / F$ | img_t | $x_{-} r y_{-} t$ | $a v$ | disp_pax | $p a x_{-} t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 68 | 40 | 200 | 4 | 1 | 30 | 3938 | 48.46 | 4202.8 | 0.93 |
| 69 | 40 | 200 | 4 | 1 | 40 | 3940.5 | 44.77 | 4183.35 | 0.94 |
| 70 | 40 | 200 | 4 | 1 | 50 | 3917.5 | 46.13 | 4167.58 | 0.94 |
| 71 | 40 | 200 | 4 | 1 | 60 | 3942 | 56.67 | 4254.1 | 0.93 |
| 72 | 40 | 200 | 4 | 1 | 70 | 3916 | 44.44 | 4157.19 | 0.94 |
| 73 | 40 | 200 | 4 | 1 | 80 | 3941 | 47.72 | 4200.11 | 0.94 |
| 74 | 40 | 200 | 4 | 1 | 90 | 3916.5 | 47.32 | 4175.24 | 0.94 |
| 75 | 40 | 200 | 4 | 1 | 100 | 3936.5 | 44.76 | 4179.25 | 0.94 |

There is almost no change in the four output factors, as witnessed in the previous table, and that can be understood as pax_t equals $44-56 \mathrm{~min}$ (no significant variation) for approximately 4200 daily arrived passenger ratio. The capacity ratio of disposed passengers to overall arrived passengers is estimated to be at least $93 \%$ - see Figure 6.16.


Figure 6.16 Group 13 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.15 Description of Input Group 14

X_ray_t (time for customs and x-ray scanning) is changed in this group from 1 to 10 min as it is likely to create a bottleneck and a high level of suspension of activity, but without a great effect on number of passenger arrived or disposed. Five trials were arranged with a low number of planes per day ( $\mathrm{F} / \mathrm{D}$ of 20), lower than average rate of passengers per flight ( $\mathrm{P} / \mathrm{F}$ 120), low immigration check time of 1 min and $100 \%$ percentage of the available immigration staff. X_ray_t varies from 1 to 10 minutes as expressed in Table 6.18.

Table 6.18 Group 14 brief detailed input output table

| G14 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 76 | 20 | 120 | 2.5 | 1 | 100 | 3630.5 | 31.99 | 3690.5 | 0.98 |
| 77 | 20 | 120 | 2.5 | 3 | 100 | 3602.9 | 68.23 | 3718.82 | 0.97 |
| 78 | 20 | 120 | 2.5 | 5 | 100 | 3562.1 | 124.06 | 3770.12 | 0.94 |
| 79 | 20 | 120 | 2.5 | 7 | 100 | 3383.6 | 224.42 | 3766.17 | 0.90 |
| 80 | 20 | 120 | 2.5 | 10 | 100 | 2673.5 | 723.96 | 4062.94 | 0.66 |

A huge variation is measured in pax_t (passengers' total time spent in the terminal) by alteration of the variable of x_ray_t, shown by the clear sharp increment found between 7 and 10 min (see Figure 6.17). The number of disposed passengers from airport terminal (disp_pax) changes between 2673 to around 3630. The total number of passengers generated in the simulation (total_pax_no) varies between 3690 and 4062 . The capacity ratio of disposed passengers to total number of passengers (cap) changes slightly between $65 \%$ and 98\%.


Figure 6.17 Group 14 the effect of $x$-ray and customs check process time (x_ray_t) on total passenger time (pax_t)

### 6.16 Description of Input Group15

In this group, five trials are carried out by fixing the four factors of F/D (number of flights per day) to $25, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) to 125 , x_ray_t (time for customs and xray scanning) to 1.5 and av (percentage of the available immigration staff) to 100 while changing the variable img_t (immigration check time) from 1 to 10 . This should affect the pax_time or (total passenger time). See Table 6.19.

Table 6.19 Group 15 brief detailed input output table

| G15 | F/D | P/F | img_t | $\mathbf{x}_{-}$ray_t | av | disp_pax | pax_t | total_pax_no | cap |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| 81 | 25 | 125 | 1 | 1.5 | 100 | 4712.3 | 39.30 | 4791.03 | 0.98 |
| 82 | 25 | 125 | 3 | 1.5 | 100 | 4708.9 | 41.35 | 4791.59 | 0.98 |
| 83 | 25 | 125 | 5 | 1.5 | 100 | 4707 | 43.35 | 4794.16 | 0.98 |
| 84 | 25 | 125 | 7 | 1.5 | 100 | 4704.3 | 45.32 | 4796.51 | 0.98 |
| 85 | 25 | 125 | 10 | 1.5 | 100 | 4700.5 | 48.22 | 4800.04 | 0.98 |

Pax_t shows variance from 39 to 48 ; this is linked with the img_t variance from 1 to 10 shown in Figure 6.18. There is no effect on the capacity ratio as it stays at 0.98 . The disposed number of passengers has an almost constant value as it changes from 4791 to 4800 . The chart in Figure 6.18 shows a slight increment in the total passenger time with respect to img_t.


Figure 6.18 Group 15 the effect of immigration and passport check process time (img_t) on total passenger time (pax_t)

### 6.17 Description of Input Group 16

X-ray t (time for customs and x-ray scanning) is altered in this group from 0.5 to 7 min as it is liable to produce a bottleneck and a high level of postponement, but without that great effect on the number of passengers arriving or disposed. Eight trials are arranged with a low range of planes per day ( $\mathrm{F} / \mathrm{D}$ of 25 ), lower than average rate of passengers per flight ( $\mathrm{P} / \mathrm{F}$ 125), immigration check time of 2 min and $100 \%$ percentage of the available immigration staff. X_ray_t varies from 1 to 10 min as expressed in Table 6.20.

Table 6.20 Group 16 brief detailed input output table

| G16 | F/D | P/F | img_t | x_ray_t | av | disp_pax | pax_t | total_pax_no | cap |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| 86 | 25 | 125 | 2 | 7 | 100 | 3969.8 | 421.22 | 4964.13 | 0.80 |
| 87 | 25 | 125 | 2 | 6 | 100 | 4301.5 | 321.26 | 5033.91 | 0.85 |
| 88 | 25 | 125 | 2 | 5 | 100 | 4367.5 | 278.09 | 5003.57 | 0.87 |
| 89 | 25 | 125 | 2 | 4 | 100 | 4618.3 | 115.33 | 4870.52 | 0.95 |
| 90 | 25 | 125 | 2 | 3 | 100 | 4665 | 75.49 | 4827.84 | 0.97 |
| 91 | 25 | 125 | 2 | 2 | 100 | 4693.2 | 50.39 | 4802.86 | 0.98 |
| 92 | 25 | 125 | 2 | 1 | 100 | 4724.8 | 32.04 | 4787.5 | 0.99 |
| 93 | 25 | 125 | 2 | 0.5 | 100 | 4725.5 | 23.97 | 4788 | 0.99 |

A large difference is measured in pax_t (passengers total time spent in the terminal) from 23 min to 421 min by amendment of the variable of x_ray_t, as seen by the clear quick increment found after 4 min, shown in Figure 6.19. The number of disposed passengers from the airport terminal (disp_pax) changes from 3969 to 4725 . The total number of passengers generated in the simulation (total_pax_no) has steady behaviour changing from 4788 to 5033 ( $5 \%$ difference). The capacity ratio of disposed passengers to total number of passengers (cap) varies between $79 \%$ and $99 \%$.


Figure 6.19 Group 16 the effect of $x$-ray and customs check process time (x_ray_t) on total passenger time (pax_t)

### 6.18 Description of Input Group 17

The variable $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) is changed from 100 to 600 in this group where $\mathrm{F} / \mathrm{D}$ (number of flights per day) is fixed at 100, img_t (immigration check time) at 4 min, x_ray_t (time for customs and x-ray scanning) at 1 min and av (percentage of the available immigration staff) at 100 . The influence on the four output elements is as follows:
disp_pax (number of disposed passengers from airport terminal) increased from 1996 to 8411; pax_t (passengers total time spent in the terminal) increased from 30 to 151 min ; total_pax_no (total number of passengers generated in the simulation) increased from 2075 to 10599, and cap (capacity ratio of disposed passengers to total number of passengers) decreased from $96 \%$ to $79 \%$, as shown in Table 6.21.

Table 6.21 Group 17 brief detailed input output table

| G17 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 94 | 40 | 100 | 4 | 1 | 100 | 1996 | 30.93 | 2075.35 | 0.96 |
| 95 | 40 | 200 | 4 | 1 | 100 | 3936.5 | 44.76 | 4179.25 | 0.94 |
| 96 | 40 | 300 | 4 | 1 | 100 | 5793 | 74.70 | 6418.64 | 0.90 |
| 97 | 40 | 400 | 4 | 1 | 100 | 7043.5 | 122.92 | 8464.47 | 0.83 |
| 98 | 40 | 500 | 4 | 1 | 100 | 8411 | 151.2 | 10599.48 | 0.79 |

A slope equal to 0.3 (angle $16.73^{\circ}$ ) is calculated between the two points $\mathrm{P} 1(100,30.9346)$, $\mathrm{P} 2(500,151.2)$ where $\mathrm{P}=(\mathrm{P} / \mathrm{F}$, pax_t). Figure 6.20 shows good representation of the system behaviour as it is needed to be entered into the Nero fuzzy logic analyser. The same is expected to be illustrated easily for the remaining variables where slope disp_pax is found to be 31.3 (angle $88.1^{\circ}$ ) between the points $\operatorname{P} 1(100,1996)$, $\mathrm{P} 2(500,8411)$ while total_pax_no slope is measured to be 55 (angle $89^{\circ}$ ) between $\mathrm{P} 1(100,2075.35), \mathrm{P} 2(160,10599.48)$ and lastly cap slope equals -0.00233 (angle $-0.1336^{\circ}$ ) between $\mathrm{P} 1(100,0.96), \mathrm{P} 2(160,0.79)$.


Figure 6.20 Group 17 the effect of number of passengers per flight ( $\mathbf{P} / \mathrm{F}$ ) on total passenger time (pax_t)

### 6.19 Description of Input Group 18

This group has eleven trials prepared by fixing the four factors of F/D (number of flights per day) at 50, img_t (immigration check time) at 3, x_ray_t (time for customs and x-ray scanning) to 1.5 and av (percentage of the available immigration staff) to 100 while changing the variable $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) from 100 to 300 . That ordinarily greatly effects the pax_time or total passenger time. Immigration check time or img_t value of 3 is quite average for such a process with the number of available staff and x_ray_t value of 1.5 is slightly over average as it can lead to long queues in customs, and security scanning and checking which keeps more work in process (WIP). For that reason a low capacity might be expected add a delay as is shown in pax_t column in the Table 6.22.

Table 6.22 Group 18 brief detailed input output table

| G18 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | $p a x+t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 99 | 50 | 100 | 3 | 1.5 | 100 | 2476 | 38.32 | 2607.35 | 0.95 |
| 100 | 50 | 120 | 3 | 1.5 | 100 | 2959.5 | 42.53 | 3135.14 | 0.94 |
| 101 | 50 | 140 | 3 | 1.5 | 100 | 3440.5 | 53.15 | 3699.32 | 0.93 |
| 102 | 50 | 160 | 3 | 1.5 | 100 | 3872.5 | 59.02 | 4201.18 | 0.92 |
| 103 | 50 | 180 | 3 | 1.5 | 100 | 4385.5 | 63.89 | 4785.81 | 0.92 |
| 104 | 50 | 200 | 3 | 1.5 | 100 | 4833.5 | 80.37 | 5395.23 | 0.90 |
| 105 | 50 | 220 | 3 | 1.5 | 100 | 5081 | 101.39 | 5866.91 | 0.87 |
| 106 | 50 | 240 | 3 | 1.5 | 100 | 5726.5 | 103.87 | 6599.91 | 0.87 |
| 107 | 50 | 260 | 3 | 1.5 | 100 | 5438.5 | 125.45 | 6663.83 | 0.82 |
| 108 | 50 | 300 | 3 | 1.5 | 100 | 6078 | 187.17 | 8136.39 | 0.75 |

Group 18 demonstrates clearly a high influence of $\mathrm{P} / \mathrm{F}$ on all four output factors - as $\mathrm{P} / \mathrm{F}$ changes from 100 to 300 , the value of disp_pax varies dramatically between 2476 and 6078, while pax_t changes from 38.3 min to 187.1 min . On the other hand total_pax_no increased radically from 2607 to 8136 and lastly cap has decreased from 0.95 to 0.75 (see Figure 6.21).


Figure 6.21 Group 18 the effect of number of passengers per flight ( $\mathbf{P} / \mathrm{F}$ ) on total passenger time (pax_t)

### 6.20 Description of Input Group 19

Four trials were prepared in this group by fixing the four factors of $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) at 300 , img_t (immigration check time) at 3, x_ray_t (time for customs and x-ray scanning) at 1.5 and av (percentage of the available immigration staff) at 100 while changing the variable F/D (number of flights per day) from 10 to 40 . That should effects significantly the pax_time or (total passenger time) as every plane contains an average of 300 passengers in this group. Immigration check time or img_t value of 3 is quite average for such a process with the number of available staff, and x_ray_t value of 1.5 is slightly over the standard as it can lead to some delays in customs, and security scanning and checking, which keeps more work in process. For that reason a decrease in capacity might be expected to add a delay in pax_t column. See Table 6.23.

Table 6.23 Group 19 brief detailed input output table

| G19 | F/D | $P / F$ | img_t | $x_{-} r a_{-} t$ | $a v$ | disp_pax | $p a x+t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 109 | 40 | 300 | 3 | 1.5 | 100 | 5322 | 146.77 | 6561.65 | 0.81 |
| 110 | 30 | 300 | 3 | 1.5 | 100 | 4310.5 | 131.35 | 5132.92 | 0.84 |
| 111 | 20 | 300 | 3 | 1.5 | 100 | 2885 | 105.78 | 3329.94 | 0.87 |
| 112 | 10 | 300 | 3 | 1.5 | 100 | 1505.5 | 73.73 | 1656.3 | 0.91 |

Obvious impact of F/D clearly on all four-output factors as F/D decreases from 40 to 10 the value of disp_pax increases dramatically from 5322 to 1505 , while pax_t changes from 146.7 min to 73.7 min , on the other hand total_pax_no decreased radically from 6561 to 1656 and lastly cap has increased from 0.81 to 0.91 (see Figure 6.22).


Figure 6.22 Group 19 the effect of number of flights arrived to the terminal per day (F/D) on total passenger time (pax_t)

### 6.21 Description of Input Group 20

Group 20 has five trials arranged by setting the four factors of $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) to 300 , img_t (immigration check time) to 5, x_ray_t (time for customs and x-ray scanning) to 1.5 and av (percentage of the available immigration staff) to 100 while changing the variable $\mathrm{F} / \mathrm{D}$ (number of flights per day) from 10 to 50 . That should greatly influence the pax_time, or total passenger time, as every plane contains an average of 300 passengers in this group. Immigration check time or img_t value of 5 is quite high for such a process (can be estimated for eye-scanning scenario) with the existing number of staff , and the x_ray_t of 1.5 is a little higher as it can lead to noticeable delays in customs, and security scanning and checking, which leads to more work in process (WIP entities). As a consequence, a decrease in capacity might be expected to add more waiting to pax_t column as shown Table 6.24.

Table 6.24 Group 20 brief detailed input output table

| G20 | F/D | P/F | img_t | $\mathbf{x}_{-} \mathbf{r a y \_ t}$ | av | disp_pax | pax_t | total_pax_no | cap |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| 113 | 10 | 300 | 5 | 1.5 | 100 | 1504 | 75.99 | 1657.75 | 0.91 |
| 114 | 20 | 300 | 5 | 1.5 | 100 | 2921 | 98.18 | 3329.29 | 0.88 |
| 115 | 30 | 300 | 5 | 1.5 | 100 | 4142 | 91.34 | 4731.55 | 0.88 |
| 116 | 40 | 300 | 5 | 1.5 | 100 | 5355 | 127.59 | 6436.63 | 0.83 |
| 117 | 50 | 300 | 5 | 1.5 | 100 | 6049 | 220.27 | 8441.96 | 0.72 |

The influence of $\mathrm{F} / \mathrm{D}$ is noticeable on all four output factors: as $\mathrm{F} / \mathrm{D}$ increases from 10 to 50 , the value of disp_pax increases dramatically from 1504 to 6049 , while pax_t changes from 75.99 min to 220.27 min ; on the other hand total_pax_no increases radically from 1657 to 8441 and lastly cap has decreased from 0.91 to 0.71 (see Figure 6.23).


Figure 6.23 Group 20 the effect of number of flights arrived to the terminal per day (F/D) on total passenger time (pax_t)

### 6.22 Description of Input Group 21

This group of trials focuses on the effect of changing av\% between 30 and 100 in four trials. The other four variables remain unchanged as F/D (number of flights per day) is fixed at 150 , P/F (number of passengers per flight) set to 130, img_t (immigration check time) set to 2 and x_ray_t (time for customs and x-ray scanning) set to 1 min . The low value of img_t can mean a low level of utilisation and might not show a change in the output factors. See Table 6.25.

Table 6.25 Group 21 brief detailed input output table

| G21 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | $p a x+t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 118 | 150 | 130 | 2 | 1 | 100 | 9293.5 | 70.61 | 10280.12 | 0.90 |
| 119 | 150 | 130 | 2 | 1 | 90 | 9146.5 | 69.61 | 10119.2 | 0.90 |
| 120 | 150 | 130 | 2 | 1 | 50 | 9282.5 | 76.62 | 10335.84 | 0.90 |
| 121 | 150 | 130 | 2 | 1 | 30 | 9082.5 | 72.12 | 10116.57 | 0.90 |

More or less no change of the four output factors is observed in the prior table and can be seen as pax_t equals $70-72 \mathrm{~min}$ (no significant difference) for approximate 19,500 daily arriving passengers distributed over 150 flights. Capacity ratio of disposed passengers to overall arrived passengers is estimated to be at least $89.7 \%$. The pax_t will be plotted as an estimated horizontal parallel line with a gap of 70 min from the x -axis (see Figure 6.24).


Figure 6.24 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.23 Description of Input Group 22

Group 22 has five trials centred on the effect of changing av\% between 30 and 100 in four trials. The other four variables are fixed as F/D (number of flights per day) is fixed at 100, $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 240 , img_t (immigration check time) is set to 4 and x_ray_t (time for customs and x-ray scanning) is set to 0.5 min . The low rate of passengers per day can mean a low level of utilisation and might not show a change in the output factors (see Table 6.26).

Table 6.26 Group 22 brief detailed input output table

| $\boldsymbol{G 2 2}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{i m g} \boldsymbol{t}$ | $\boldsymbol{x}_{-} \boldsymbol{r a y}_{-} \boldsymbol{t}$ | $\boldsymbol{a v}$ | $\boldsymbol{d i s p} \boldsymbol{p a x}$ | $\boldsymbol{p a x}_{-} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x} \boldsymbol{n o}$ | $\boldsymbol{c a p}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 122 | 100 | 240 | 4 | 0.5 | 100 | 11766 | 41.48 | 12461.28 | 0.94 |
| 123 | 100 | 240 | 4 | 0.5 | 90 | 11782.5 | 39.93 | 12451.34 | 0.95 |
| 124 | 100 | 240 | 4 | 0.5 | 75 | 11770.5 | 37.41 | 12396.68 | 0.95 |
| 125 | 100 | 240 | 4 | 0.5 | 50 | 11532.5 | 47.16 | 12324.4 | 0.94 |
| 126 | 100 | 240 | 4 | 0.5 | 30 | 10144 | 151.13 | 12793.49 | 0.79 |

A high change among the output factors is observed in the above table when the value of av\% is very low (between 30-50), as pax_t varies between 37-151 min (instant sharp increase between 30-50) for approximately 24,000 daily arriving passengers distributed over 100 flights. The capacity ratio of disposed passengers to overall arrived passengers is estimated to be between $79 \%$ and $94 \%$. The pax_t will be plotted with a highest point of 151 min when av\% equals 30\% (see Figure 6.25).


Figure 6.25 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.24 Description of Input Group 23

Four trials are used in the input group 23 with the same ratio of passengers per day as the previous group 22 and changing the img_t. This group focuses on the leverage of differing av\% between 30 and 100 in four trials. The other four variables are fixed as F/D (number of flights per day) is fixed at $100, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 240 , img_t (immigration check time) is set to 2 and $x_{\_}$ray_t (time for customs and x-ray scanning) is set to 0.5 min . A low rate of passengers per day and low immigration check time might not alter the output factors very much. See (Table 6.27).

Table 6.27 Group 23 brief detailed input output table

| $\boldsymbol{G 2 3}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{I m g} \boldsymbol{t}$ | $\boldsymbol{x}_{-} \boldsymbol{r a y}_{-} \boldsymbol{t}$ | $\boldsymbol{a v}$ | $\boldsymbol{d i s p} \boldsymbol{p a x}$ | $\boldsymbol{p a x}_{-} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x} \boldsymbol{n o}$ | $\boldsymbol{c a p}$ |
| :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 128 | 100 | 240 | 2 | 0.5 | 100 | 11813.5 | 35.09 | 12404.74 | 0.95 |
| 129 | 100 | 240 | 2 | 0.5 | 75 | 11789.5 | 37.2 | 12415.24 | 0.95 |
| 130 | 100 | 240 | 2 | 0.5 | 50 | 11711 | 37.83 | 12346.93 | 0.95 |
| 131 | 100 | 240 | 2 | 0.5 | 30 | 11793.5 | 36.22 | 12401.95 | 0.95 |

Nearly no fluctuation of the four output factors is perceived in the previous table and can be realised as pax_t equals $35-37 \mathrm{~min}$ (no significant difference) for approximately 24,000 daily arriving passengers distributed over 100 flights. The capacity ratio of disposed passengers to overall arrived passengers is expected to be at least $95 \%$. The pax_t will be drawn as an almost horizontal parallel line with a rough distance of 36 min from x-axis as shown in Figure 6.26.


Figure 6.26 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.25 Description of Input Group 24

This is another group that lays emphasis on av (percentage of the available immigration staff) by changing it from 30 to 100 and discovering the effect. At the same time the other factors are kept unchanged as F/D (number of flights per day) is fixed at 100, P/F (number of passengers per flight) is set to 240 , img_t (immigration check time) is set to 4 min and x_ray_t (time for customs and x-ray scanning) is set to 0.5 min . The low rate of passengers per day might not show any modification on the output factors, although immigration check time is a little above normal which can lead to an effect in av ratios below $70 \%$. The trial's details are listed in Table 6.28.

Table 6.28 Group 24 brief detailed input output table

| $\boldsymbol{G 2 4}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{i m g} \boldsymbol{t}$ | $\boldsymbol{x}_{-} \boldsymbol{r a y}_{-} \boldsymbol{t}$ | $\boldsymbol{a v}$ | $\boldsymbol{d i s p} \boldsymbol{p a x}$ | $\boldsymbol{p a x} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x} \boldsymbol{n o}$ | $\boldsymbol{c a p}$ |
| :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| 132 | 100 | 240 | 4 | 0.5 | 100 | 11766 | 41.48 | 12461.28 | 0.94 |
| 133 | 100 | 240 | 4 | 0.5 | 70 | 11730.5 | 37.16 | 12354.04 | 0.95 |
| 134 | 100 | 240 | 4 | 0.5 | 50 | 11532.5 | 47.16 | 12324.4 | 0.94 |
| 135 | 100 | 240 | 4 | 0.5 | 40 | 10987 | 107.71 | 12844.04 | 0.86 |
| 136 | 100 | 240 | 4 | 0.5 | 30 | 10144 | 151.13 | 12793.49 | 0.79 |

Practically no pronounced change is noticed on the four output factors in the first two trials, as is apparent in the above table, and can be realised as the capacity ratio of disposed passengers to overall arrived passengers is expected to be $94 \%$ (no alteration) for approximately 24,000 daily arriving passengers distributed over 100 flights. The capacity ratio starts to change when av equals $50 \%$ but a sharp fall is seen at $40 \%$ and $30 \%$, with cap reaching $79 \%$. On the other hand, pax_t fluctuates between 37 and 47 min in the interval
between $50 \%$ to $100 \%$, while a high delay is found at av\% of 30 and 40 , reaching 151 min as illustrated in Figure 6.27.


Figure 6.27 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.26 Description of Input Group 25

The estimated number of passengers per day is assigned in this group of six trials to 25,875, in a push for more utilisation as F/D (number of flights per day) increased in this group to 115 and $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) decreased to 225 . This is because the Arena software cannot handle a high number of WIP entities at the same time, as mentioned earlier. Immigration check time (img_t) is set to 5 and time for customs and x-ray scanning (x_ray_t) set to 0.5 min . The response might be equivalent to the last group by changing av percentage of the available immigration staff from $45 \%$ to $100 \%$ as illustrated in Table 6.29.

Table 6.29 Group 25 brief detailed input output table

| G25 | F/D | $P / F$ | img_t | $x_{-} r y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 137 | 115 | 225 | 5 | 0.5 | 100 | 12615.5 | 39.64 | 13331.2 | 0.95 |
| 138 | 115 | 225 | 5 | 0.5 | 85 | 12662.5 | 37.89 | 13345.19 | 0.95 |
| 139 | 115 | 225 | 5 | 0.5 | 75 | 12620 | 43.92 | 13412.52 | 0.94 |
| 140 | 115 | 225 | 5 | 0.5 | 65 | 12443 | 53.72 | 13421.14 | 0.93 |
| 141 | 115 | 225 | 5 | 0.5 | 55 | 12052.5 | 103.68 | 13958.27 | 0.86 |
| 142 | 115 | 225 | 5 | 0.5 | 45 | 11931 | 98.02 | 13748.85 | 0.87 |

Basically no noticeable change is spotted on the four output factors on the first two trials at $100 \%$ and $85 \%$ as is obvious in Table 6.29, and can be understood as pax_time (total passenger time) equals 37-39 min (no significant alteration) for approximately 25,875 daily arriving passengers distributed over 115 flights with a measured capacity ratio of $95 \%$. When
av\% is between $45 \%$ and $55 \%$, total passenger time pax_t fluctuates in a high range between 98 and 103 min and the capacity ratio of disposed passengers to overall arrived passengers is estimated to be $86 \%$. The remaining two trials when av\% changes between $75 \%$ and $65 \%$ are found to form a smooth transition between the high and low outputs that can be seen in pax_time plotted in Figure 6.28.


Figure 6.28 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.27 Description of Input Group 26

The expected number of passengers per day is given in this group as 9,000 in its eight trials. This low rate allows an increase in Immigration check time (img_t) to 10 min as F/D (number of flights per day) decreased in this group to 30 , and $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) increased to 300 . Time assigned for customs and $x$-ray scanning (x_ray_t) is set to 1.5 min . The response might be similar to the last group by changing av percentage of the available immigration staff from 50\% as illustrated in Table 6.30.

Table 6.30 Group 26 brief detailed input output table

| G26 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | $p a x_{-} t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 143 | 30 | 300 | 10 | 1.5 | 30 | 2702.6 | 322.96 | 4748.52 | 0.57 |
| 144 | 30 | 300 | 10 | 1.5 | 40 | 3597.29 | 197.83 | 4856.55 | 0.74 |
| 145 | 30 | 300 | 10 | 1.5 | 50 | 4086.41 | 123.95 | 4876.41 | 0.84 |
| 146 | 30 | 300 | 10 | 1.5 | 60 | 4105.88 | 121.06 | 4877.69 | 0.84 |
| 147 | 30 | 300 | 10 | 1.5 | 70 | 4182.56 | 119.36 | 4937.19 | 0.85 |
| 148 | 30 | 300 | 10 | 1.5 | 80 | 4142.75 | 122 | 4921.49 | 0.84 |
| 149 | 30 | 300 | 10 | 1.5 | 90 | 4241.5 | 108.51 | 4925.93 | 0.86 |
| 150 | 30 | 300 | 10 | 1.5 | 100 | 4245.33 | 110.72 | 4943.06 | 0.86 |

Essentially no visible change is marked on the four output factors in the first six trials from $100 \%$ to $50 \%$, as it clear in the preceding Table 6.30. This can be seen as pax_time (total passenger time) equals 108-123 min for 30 daily arrived planes with 300 passengers on each with measured capacity ratio between $84 \%$ and $85 \%$. When av\% is $50 \%$ and $30 \%$, total passenger time (pax_t) is 123 min and 322 min respectively. and capacity ratio of disposed passengers to overall arrived passengers reached decreases from $84 \%$ to $56 \%$ (see Figure 6.29).


Figure 6.29 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.28 Description of Input Group 27

Trials in this group focus on the effect of varying av\% between 30 and 100 in eight trials. The other four variables remain unchanged as $\mathrm{F} / \mathrm{D}$ (number of flights per day) is fixed at $30, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 250 , img_t (immigration check time) is set to 10 and x_ray_t (time for customs and x-ray scanning) is set to 1.5 min . The high value of img_t
can have an effect on the level of utilisation and might not show a change in output factors, yet the low number of planes arriving daily might work against that. See Table 6.31.

Table 6.31 Group 27 brief detailed input output table

| G27 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | $p a x$ _ $t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 151 | 30 | 250 | 10 | 1.5 | 30 | 2701.77 | 239.38 | 3975.05 | 0.68 |
| 152 | 30 | 250 | 10 | 1.5 | 40 | 3401.75 | 116.13 | 4018.34 | 0.85 |
| 153 | 30 | 250 | 10 | 1.5 | 50 | 3576.82 | 88.83 | 4041.77 | 0.88 |
| 154 | 30 | 250 | 10 | 1.5 | 60 | 3574.54 | 91.92 | 4056.25 | 0.88 |
| 155 | 30 | 250 | 10 | 1.5 | 70 | 3535.44 | 89.76 | 4006.8 | 0.88 |
| 156 | 30 | 250 | 10 | 1.5 | 80 | 3611.45 | 84.67 | 4054.39 | 0.89 |
| 157 | 30 | 250 | 10 | 1.5 | 90 | 3556.96 | 85.07 | 4001.79 | 0.89 |
| 158 | 30 | 250 | 10 | 1.5 | 100 | 3545.74 | 99.93 | 4070.92 | 0.87 |

When av varies between $50 \%$ and $100 \%$ there is nearly no change in the four output factors, as is apparent in the previous table, and can be realised as pax_t equals $85-99 \mathrm{~min}$ (no significant difference) for approximately 7,500 daily arrived passengers distributed over 250 flights. Capacity ratio of disposed passengers to overall arrived passengers is expected to be at least $87 \%$. The pax_t will be drawn as an almost horizontal parallel line with a rough distance of 88 min from x-axis as shown in Figure 6.30. When av\% is between $30 \%$ and $50 \%$ total passenger time (pax_t) fluctuates in a high range between 88 and 239 min and the capacity ratio of disposed passengers to overall arrived passengers fell to $67 \%$.


Figure 6.30 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.29 Description of Input Group 28

Eight trials are used in the input group 28 with the ratio of 8750 passenger per day. This group highlights the influence of changing av\% between 30 and 100 . The other four variables are fixed as $\mathrm{F} / \mathrm{D}$ (number of flights per day) is fixed at $35, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 250 , img_t (immigration check time) is set to 10 and x_ray_t (time for customs and x-ray scanning) is set to 1.5 min . The low rate of passengers per day and low immigration check time might not alter the output factors (see Table 6.32).

Table 6.32 Group 28 brief detailed input output table

| G28 | F/D | $P / F$ | img_t | $x_{-} r_{\text {a }}$ t $t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 159 | 35 | 250 | 10 | 1.5 | 30 | 2703.03 | 309.39 | 4607.29 | 0.59 |
| 160 | 35 | 250 | 10 | 1.5 | 40 | 3552.99 | 178.6 | 4666.66 | 0.76 |
| 161 | 35 | 250 | 10 | 1.5 | 50 | 4061.98 | 111.33 | 4748.98 | 0.86 |
| 162 | 35 | 250 | 10 | 1.5 | 60 | 4158.41 | 95.33 | 4741.38 | 0.88 |
| 163 | 35 | 250 | 10 | 1.5 | 70 | 4158.84 | 100.02 | 4770.48 | 0.87 |
| 164 | 35 | 250 | 10 | 1.5 | 80 | 4097.72 | 110.31 | 4775.1 | 0.86 |
| 165 | 35 | 250 | 10 | 1.5 | 90 | 4127.76 | 101.79 | 4751.25 | 0.87 |
| 166 | 35 | 250 | 10 | 1.5 | 100 | 4099.24 | 103.29 | 4736.5 | 0.87 |

Almost no noticeable variation is found in the four output factors in the first two trials as is apparent in the above table and can be realised as the capacity ratio of disposed passengers to overall arrived passengers is expected to be $87 \%$ (no change) for approximate 8,750 daily arrived passengers distributed over 35 flights. The capacity ratio started to change when av equals $60 \%$, with a sharp fall until $30 \%$ av, when cap equals $59 \%$. On the other hand, pax_t fluctuates between 95 to 111 min in the interval between $50 \%$ to $100 \%$ while a high delay is found on av\% of 30 when it reached 309 min as demonstrated in Figure 6.31.


Figure 6.31 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.30 Description of Input Group 29

This group of trials focuses on the effect of changing av\% between 30 and 100 in eight trials. The other four variables remain unchanged as F/D (number of flights per day) is fixed at 35, $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set at 250 , img_t (immigration check time) is set at 9 and x_ray_t (time for customs and x-ray scanning) is set to 1.5 min . The low value of img_t can lead to a low level of utilisation and might not affect the output factors. See Table 6.33.

Table 6.33 Group 29 brief detailed input output table

| G29 | F/D | $P / F$ | img_t | $x_{-} r y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 167 | 35 | 250 | 9 | 1.5 | 30 | 3005.15 | 260 | 4608.64 | 0.65 |
| 168 | 35 | 250 | 9 | 1.5 | 40 | 3881.81 | 131.43 | 4696.89 | 0.83 |
| 169 | 35 | 250 | 9 | 1.5 | 50 | 4074.15 | 107.62 | 4736.47 | 0.86 |
| 170 | 35 | 250 | 9 | 1.5 | 60 | 4115.94 | 96.75 | 4713.24 | 0.87 |
| 171 | 35 | 250 | 9 | 1.5 | 70 | 4136.87 | 92.61 | 4705.17 | 0.88 |
| 172 | 35 | 250 | 9 | 1.5 | 80 | 4148.49 | 91.49 | 4709.46 | 0.88 |
| 173 | 35 | 250 | 9 | 1.5 | 90 | 4154.48 | 95.85 | 4738.92 | 0.88 |
| 174 | 35 | 250 | 9 | 1.5 | 100 | 4130.3 | 91.10 | 4688.18 | 0.88 |

Fundamentally no visible alteration is marked on the four output factors in the last five trials from $100 \%$ to $60 \%$, as shown in the preceding Table 6.33 . This can be seen as pax_time or (total passenger time) equals $91-96 \mathrm{~min}$ for 35 daily arrived planes with 300 passengers on each with measured capacity ratio between $87 \%$ and $88 \%$. When av\% is between $30 \%$ and $60 \%$ total passenger time pax_t changes to a high range between 96 and 260 min and capacity
ratio of disposed passengers to overall arrived passengers decreased from $87 \%$ to $65 \%$ (see Figure 6.32).


Figure 6.32 Group 29 The effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.31 Description of Input Group 30

The expected number of passengers per day given in this group in its six trials is 8,750 . This low rate allows an increase in immigration check time (img_t) to 10 min as F/D (number of flights per day) is fixed in this group at 35 and $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) is fixed at 250 . The time assigned for customs and $x$-ray scanning (x_ray_t) is set to 2 min . The reaction detected by changing av percentage of the available immigration staff from $50 \%$ and below is illustrated in Table 6.34.

Table 6.34 Group 30 brief detailed input output table

| $\boldsymbol{G 3 0}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{i m g} \boldsymbol{t}$ | $\boldsymbol{x}_{-} \boldsymbol{r a y}_{-} \boldsymbol{t}$ | $\boldsymbol{a v}$ | $\boldsymbol{d i s p}_{-} \boldsymbol{p a x}$ | $\boldsymbol{p a x}_{-} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x} \boldsymbol{n o}$ | $\boldsymbol{c a p}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 175 | 35 | 250 | 10 | 2 | 30 | 2683.24 | 320.28 | 4657.65 | 0.58 |
| 176 | 35 | 250 | 10 | 2 | 50 | 3832.01 | 147.57 | 4761.02 | 0.80 |
| 177 | 35 | 250 | 10 | 2 | 70 | 3870.76 | 156.77 | 4866.18 | 0.80 |
| 178 | 35 | 250 | 10 | 2 | 90 | 3849.24 | 151.78 | 4800.84 | 0.80 |
| 179 | 35 | 250 | 10 | 2 | 100 | 3843.26 | 154.85 | 4806.45 | 0.80 |
| 180 | 35 | 250 | 10 | 2 | 40 | 3439.74 | 206.67 | 4745.46 | 0.80 |

While av varies between $50 \%-100 \%$ there is almost no change on the four output factors as is obvious in the previous table and can be realised as pax_t equals $147-156 \mathrm{~min}$ (no significant difference) for approximate 8,750 daily arriving passengers distributed over 250 flights. The capacity ratio of disposed passengers to overall arrived passengers is expected to
be $80 \%$. The pax_t will be drawn as an almost horizontal parallel line with rough distance of 150 min from x-axis as seen in Figure 6.33. When av\% is between $30 \%$ and $50 \%$ total passenger time (pax_t) fluctuates in a high range between 147 and 320 min and the capacity ratio of disposed passengers to overall arrived passengers reaches $57 \%$.


Figure 6.33 Group 30 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.32 Description of Input Group 31

This group of trials focuses on the effect of changing av\% between 30 and 100 in four trials. The other four variables remain unchanged as F/D (number of flights per day) is fixed at 30, $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 300 , img_t (immigration check time) is set to 10 and x_ray_t (time for customs and x-ray scanning) is set to 2 min . The low value of img_t can lead to a low level of utilisation and might not show an effect on the output factors (see Table 6.35).

Table 6.35 Group 31 brief detailed input output table

| G31 | F/D | P/F | img_t | x_ray_t | av | disp_pax | pax_t | total_pax_no | cap |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| 181 | 30 | 300 | 10 | 2 | 30 | 2676.63 | 351.75 | 4902.98 | 0.55 |
| 182 | 30 | 300 | 10 | 2 | 50 | 3739.38 | 189.11 | 5024.79 | 0.74 |
| 183 | 30 | 300 | 10 | 2 | 70 | 3877.48 | 171.12 | 4989.95 | 0.78 |
| 184 | 30 | 300 | 10 | 2 | 100 | 3851.83 | 180.32 | 5032.18 | 0.77 |

Basically no noticeable change is found on the four output factors in the trials between $100 \%$ and $50 \%$ as it clear in the previous Table 6.35, and can be understood as pax_time or (total passenger time) equals 171-189 min (no significant difference) for approximate 9,000 daily arriving passengers distributed over 30 flights with measured capacity ratio between $74 \%$ and $77 \%$. When av\% is between $30 \%$ and $50 \%$ total passenger time pax_t fluctuate in high range
between 189 and 351 min and capacity ratio of disposed passengers to overall arrived passengers is estimated to reach $54 \%$ (see Figure 6.34).


Figure 6.34 Group 31 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.33 Description of Input Group 32

Four trials are used in the input group 32 with the ratio of 18,000 passengers per day. This group focuses on the effect of changing av\% between 30 and 100 . The other four variables are fixed as $\mathrm{F} / \mathrm{D}$ (number of flights per day) is fixed at $60, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 300 , img_t (immigration check time) is set to 1 min and x_ray_t (time for customs and x-ray scanning) is set to 1 min (see Table 6.36).

Table 6.36 Group 32 brief detailed input output table

| G32 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | $p a x+t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 185 | 60 | 300 | 1 | 1 | 30 | 8116.5 | 120.4 | 9658.18 | 0.84 |
| 186 | 60 | 300 | 1 | 1 | 50 | 8138.73 | 112.64 | 9599.31 | 0.85 |
| 187 | 60 | 300 | 1 | 1 | 70 | 8234.25 | 104.38 | 9599.24 | 0.86 |
| 189 | 60 | 300 | 1 | 1 | 100 | 8218.39 | 103.93 | 9560.99 | 0.86 |

When av varies between $70 \%$ and $100 \%$ no significant alteration is made on the four output factors as is apparent in the previous table, and can be realised as pax_t equals 104 min . The capacity ratio of disposed passengers to overall arriving passengers is estimated to be equal to $86 \%$. The pax_t will be drawn as an almost horizontal parallel line with distance of 104 min from the x -axis as seen in Figure 6.35. When av\% is between $30 \%$ and $70 \%$ total passenger time pax_t fluctuates in a high range between 104 and 120 min (see Figure 6.35) and the capacity ratio of disposed passengers to overall arrived passengers reaches $84 \%$.


Figure 6.35 Group 32 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.34 Description of Input Group 33

This group belongs to the same set of groups that study the effect of av\%, yet it is considered to be different in a way as high utilisation is found in no passengers with low x_ray_t. In this group av\% varies between 60 and 100. The other four variables are fixed as F/D (number of flights per day) is fixed at $60, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 300 , img_t (immigration check time) is set to 1 min and $\mathrm{x} \_$ray_t (time for customs and x -ray scanning) is set tol min (see Table 6.37).

Table 6.37 Group 33 brief detailed input output table

| G33 | F/D | P/F | img_t | x_ray_t | av | disp_pax | pax_t | total_pax_no | cap |
| :---: | ---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| 192 | 95 | 300 | 4 | 0.5 | 60 | 13175.58 | 82.84 | 14836.88 | 0.89 |
| 193 | 95 | 300 | 4 | 0.5 | 65 | 13587.13 | 61.45 | 14816.54 | 0.92 |
| 194 | 95 | 300 | 4 | 0.5 | 80 | 13686.17 | 52.58 | 14739.3 | 0.93 |
| 195 | 95 | 300 | 4 | 0.5 | 90 | 13822.68 | 47.74 | 14773.96 | 0.94 |
| 196 | 95 | 300 | 4 | 0.5 | 100 | 13867.35 | 45.03 | 14765.42 | 0.94 |

This group can be divided to two categories: pax_t is decreasing as av increases yet a sharp decrease is located between $60 \%$ and $65 \%$ with pax_t fluctuating from 61 to 83 min then a smoother decrease is observed between $65 \%$ and $100 \%$ with pax_t variation from 61 to 45 min respectively. The capacity ratio of disposed passengers to overall arrived passengers observed an increase from $88 \%$ to $92 \%$ when av\% increased from $60 \%$ to $65 \%$ and continues to increase until it reaches $94 \%$ when av\% equals $100 \%$ as illustrated in Figure 6.36.


Figure 6.36 Group 32 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.35 Description of Input Group 34

The total ratio of 20,700 passengers per day created in this group is divided between 90 arriving planes. In this group av varies from $55 \%$ to $100 \%$. The other four variables are fixed as $\mathrm{F} / \mathrm{D}$ (number of flights per day) is fixed at $90, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 230 , img_t (immigration check time) is set to 5 min and x _ray_t (time for customs and x ray scanning) is set to 0.5 min as listed in Table 6.38 .

Table 6.38 Group 34 brief detailed input output table

| G34 | F/D | $P / F$ | imgt | $x$-rayt | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 197 | 90 | 230 | 5 | 0.5 | 55 | 8287.24 | 163.35 | 10675.62 | 0.78 |
| 198 | 90 | 230 | 5 | 0.5 | 60 | 8980.16 | 118.27 | 10714.87 | 0.84 |
| 199 | 90 | 230 | 5 | 0.5 | 65 | 9429.52 | 89.74 | 10747.1 | 0.88 |
| 200 | 90 | 230 | 5 | 0.5 | 70 | 9882.65 | 60.07 | 10759.03 | 0.92 |
| 201 | 90 | 230 | 5 | 0.5 | 80 | 10095.01 | 41.54 | 10695.17 | 0.94 |
| 202 | 90 | 230 | 5 | 0.5 | 90 | 10139.91 | 39.04 | 10702.89 | 0.95 |
| 203 | 90 | 230 | 5 | 0.5 | 100 | 10102.43 | 38.06 | 10651.86 | 0.95 |

A high output fluctuation is found in this group especially in the time aspect. A sharp decrease (from 163 min to 41 min ) is observed as av\% increases from $55 \%$ to $80 \%$ then a smother decrease (from 41 min to 38 min ) is perceived between $80 \%$ and $100 \%$. The capacity ratio of disposed passengers to overall arrived passengers observed is increasing from $77 \%$ to $94 \%$ while av is increasing from $55 \%$ to $80 \%$, and then stays steady until av reaches 100 (see Figure 6.37).


Figure 6.37 Group 34 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.36 Description of Input Group 35

This group of trials focuses on the influence of changing av\% between 55 and 100 in six trials. The other four variables remain unchanged as F/D (number of flights per day) is fixed at $90, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 200 , img_t (immigration check time) is set to 7 and x_ray_t (time for customs and x-ray scanning) is set to 0.5 min . The high value of img_t can lead to a high level of utilisation and might not show fluctuation of output factors (see Table 6.39).

Table 6.39 Group 35 brief detailed input output table

| G35 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | $p a x_{-} t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 204 | 90 | 200 | 7 | 0.5 | 55 | 7091.2 | 172.98 | 9295.61 | 0.76 |
| 205 | 90 | 200 | 7 | 0.5 | 60 | 7695.87 | 127.79 | 9327.5 | 0.83 |
| 206 | 90 | 200 | 7 | 0.5 | 70 | 8524.82 | 65.84 | 9362.71 | 0.91 |
| 207 | 90 | 200 | 7 | 0.5 | 80 | 8771.15 | 44.02 | 9323.97 | 0.94 |
| 208 | 90 | 200 | 7 | 0.5 | 90 | 8819.75 | 38.60 | 9303.42 | 0.95 |
| 209 | 90 | 200 | 7 | 0.5 | 100 | 8838.8 | 36.26 | 9292.48 | 0.95 |

Passengers' total time spent in the terminal (Pax_t) fluctuates between 36 and 172 min and capacity ratio of disposed passengers to overall arrived passengers changes from $76 \%$ to 95\%. However, pax_t fluctuates a great deal between 36 and 172 min (see Figure 6.38).


Figure 6.38 Group 35 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.37 Description of Input Group 36

Nine trials are used in the input group 36 with the ratio of 13,500 passengers per day. This group focuses on the effect of varying av\% between $25 \%$ and $100 \%$. The other four variables are fixed as $\mathrm{F} / \mathrm{D}$ (number of flights per day) is fixed at $45, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 300 , img_t (immigration check time) is set to 5 min and x_ray_t (time for customs and x -ray scanning) is set to 1 min as shown in Table 6.40.

Table 6.40 Group 36 brief detailed input output table

| G36 | F/D | P/F | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 210 | 45 | 300 | 5 | 1 | 25 | 4571.49 | 262.64 | 7057.53 | 0.65 |
| 211 | 45 | 300 | 5 | 1 | 27 | 4841.13 | 236.87 | 7085.14 | 0.68 |
| 212 | 45 | 300 | 5 | 1 | 30 | 5356 | 192.5 | 7180 | 0.75 |
| 213 | 45 | 300 | 5 | 1 | 35 | 6169.52 | 105.35 | 7172.26 | 0.86 |
| 214 | 45 | 300 | 5 | 1 | 50 | 6498.34 | 82.48 | 7275.21 | 0.89 |
| 215 | 45 | 300 | 5 | 1 | 60 | 6460.8 | 76.74 | 7181.89 | 0.90 |
| 216 | 45 | 300 | 5 | 1 | 80 | 6408.82 | 81.91 | 7183.82 | 0.89 |
| 217 | 45 | 300 | 5 | 1 | 90 | 6484.06 | 77.36 | 7211.54 | 0.90 |
| 218 | 45 | 300 | 5 | 1 | 100 | 6390.25 | 80.66 | 7151.19 | 0.89 |

This group can be segmented into two groups: pax_t is sharply decreasing while av increases between $25 \%$ and $50 \%$ with pax_t fluctuation from 262 to 82 min then a steady movement with no great fluctuation is experienced between $50 \%$ and $100 \%$ with pax_t variation from 77 to 82 min as illustrated in Figure 6.39. The capacity ratio of disposed passengers to overall
arrived passengers observes an increase from $64 \%$ to $89 \%$ when av\% increased from $25 \%$ to $50 \%$ and it stays at $90 \%$ when av\% varies between $50 \%$ and $100 \%$.


Figure 6.39 Group 36 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.38 Description of Input Group 37

The estimated number of passengers per day assigned to this group is 28,500 in its seven trials, driving towards greater utilisation as F/D (number of flights per day) increases to 95 and $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) stays at 300 . Immigration check time (img_t) is set to 4 and time for customs and $x$-ray scanning (x_ray_t) is set to 0.5 min . The response might be equivalent to the last group by changing av percentage of the available immigration staff from $60 \%$ to $100 \%$ as illustrated in Table 6.41.

Table 6.41 Group 37 brief detailed input output table

| G37 | F/D | $P / F$ | imgt | $x$-rayt | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 219 | 95 | 300 | 4 | 0.5 | 60 | 13175.58 | 82.84 | 14836.88 | 0.89 |
| 220 | 95 | 300 | 4 | 0.5 | 65 | 13587.13 | 61.45 | 14816.54 | 0.92 |
| 221 | 95 | 300 | 4 | 0.5 | 70 | 13748.75 | 50.33 | 14752.61 | 0.93 |
| 222 | 95 | 300 | 4 | 0.5 | 75 | 13725.81 | 47.86 | 14683.94 | 0.93 |
| 223 | 95 | 300 | 4 | 0.5 | 85 | 13772.81 | 47.351 | 14718.5 | 0.94 |
| 224 | 95 | 300 | 4 | 0.5 | 90 | 13822.68 | 47.74 | 14773.96 | 0.94 |
| 225 | 95 | 300 | 4 | 0.5 | 100 | 13867.35 | 45.03 | 14765.42 | 0.94 |

The capacity ratio of disposed passengers to overall arrived passengers is observed as increasing from $88 \%$ to $93 \%$ when av\% increases from $60 \%$ to $70 \%$, and it stays at $94 \%$ when av\% varies between 70 and $100 \%$. Pax_t decreases rapidly from 82 min to 47 min in av\% range between $60 \%$ and $75 \%$ then a steady behaviour is found between $75 \%$ and $100 \%$ as it reaches 45 min as seen in Figure 6.40.


Figure 6.40 Group 37 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.39 Description of Input Group 38

This group of trials focuses on the effect of varying av\% between 20 and 100 in six trials. The other four variables remain unchanged as F/D (number of flights per day) is fixed at 30, $\mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 300 , img_t (immigration check time) is set to 7 and $\mathrm{x} \_$ray_t (time for customs and x -ray scanning) is set to 1 min . The high value of img_t can lead to a high level of utilisation and might not show fluctuation on output factors, yet a low F/D might bring up stability in the outputs (see Table 6.42).

Table 6.42 Group 38 brief detailed input output table

| G38 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | $p a x$ _ $t$ | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 227 | 30 | 300 | 7 | 1 | 20 | 2649.93 | 326.57 | 4717.99 | 0.56 |
| 228 | 30 | 300 | 7 | 1 | 30 | 3809.55 | 149.33 | 4758.19 | 0.80 |
| 229 | 30 | 300 | 7 | 1 | 40 | 4369.43 | 72.56 | 4819.7 | 0.90 |
| 230 | 30 | 300 | 7 | 1 | 50 | 4360.92 | 68.70 | 4784.79 | 0.91 |
| 231 | 30 | 300 | 7 | 1 | 60 | 4360.84 | 66.02 | 4767.47 | 0.91 |
| 232 | 30 | 300 | 7 | 1 | 70 | 4331.22 | 72.59 | 4781.61 | 0.90 |
| 233 | 30 | 300 | 7 | 1 | 80 | 4367.49 | 68.93 | 4791.73 | 0.91 |
| 234 | 30 | 300 | 7 | 1 | 90 | 4370.92 | 68.27 | 4791.49 | 0.91 |
| 235 | 30 | 300 | 7 | 1 | 100 | 4331.09 | 66.26 | 4739.83 | 0.91 |

The capacity ratio of disposed passengers to overall arrived passengers observed an increase from $56 \%$ to $91 \%$ when av\% increased from $20 \%$ to $50 \%$ and it remains at $90 \%$ to $91 \%$ when av\% changes from $50 \%$ to $100 \%$. Pax_t drops sharply from 326 min to 68 min in av\% range
between $20 \%$ and $50 \%$ then stable behaviour is found between $50 \%$ and $100 \%$ as it reaches 66 min as shown in Figure 6.41.


Figure 6.41 Group 38 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.40 Description of Input Group 39

This is another group that highlights av (percentage of the available immigration staff) by fluctuating it from 13 to 100 and discovering the effect. Other factors are left constant - F/D (number of flights per day) is fixed at $30, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 300 , img_t (immigration check time) is set to 5 min and x_ray_t (time for customs and x-ray scanning) is set to 1.5 min . The low rate of passengers per day might not show modification on the output factors, alhough immigration check time is a little above normal which can lead to an effect in ratios below $40 \%$. The trial's details are listed in Table 6.43.

Table 6.43 Group 39 brief detailed input output table

| G39 | F/D | $P / F$ | img_t | $x_{-} r a y_{-} t$ | $a v$ | disp_pax | pax_t | total_pax_no | cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 236 | 30 | 300 | 5 | 1.5 | 13 | 2556.22 | 348.2 | 4755.02 | 0.54 |
| 237 | 30 | 300 | 5 | 1.5 | 15 | 2899.71 | 292.54 | 4755.02 | 0.61 |
| 238 | 30 | 300 | 5 | 1.5 | 16 | 3061.45 | 274.14 | 4792.54 | 0.64 |
| 239 | 30 | 300 | 5 | 1.5 | 18 | 3212.63 | 245.37 | 4765.99 | 0.67 |
| 240 | 30 | 300 | 5 | 1.5 | 19 | 3366.94 | 226.89 | 4804.36 | 0.70 |
| 241 | 30 | 300 | 5 | 1.5 | 20 | 3509 | 201.27 | 4785.34 | 0.73 |
| 242 | 30 | 300 | 5 | 1.5 | 22 | 3767.59 | 172.82 | 4867.26 | 0.77 |
| 243 | 30 | 300 | 5 | 1.5 | 60 | 4153.89 | 123.24 | 4933.71 | 0.84 |
| 244 | 30 | 300 | 5 | 1.5 | 80 | 4178.72 | 113 | 4895.73 | 0.85 |
| 245 | 30 | 300 | 5 | 1.5 | 100 | 4186.04 | 106.64 | 4857.79 | 0.86 |

This group can be segmented into two groups: pax_t is sharp decreasing while av increases between $13 \%$ and $22 \%$ with pax_t fluctuating from 348 min to 172 min then a steady decrease is experienced between $60 \%$ and $100 \%$ with pax_t variation from 123 to 106 min as demonstrated in Figure 6.42. The capacity ratio of disposed passengers to overall arrived passengers observes an increase from $53 \%$ to $84 \%$ when av\% increases from $13 \%$ to $60 \%$ and it increases to $86 \%$ when av\% equals $100 \%$.


Figure 6.42 Group 39 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.61 Description of Input Group 40

Eight trials are used in the input group 40 with the ratio of 7,500 passengers per day. This group highlights the effect of varying av\% between $15 \%$ and $100 \%$. The other four variables are fixed as $\mathrm{F} / \mathrm{D}$ (number of flights per day) is fixed at $30, \mathrm{P} / \mathrm{F}$ (number of passengers per flight) is set to 250 , img_t (immigration check time) is set to 5 min and x_ray_t (time for customs and x -ray scanning) is set to 1.5 min as shown in Table 6.44.

Table 6.44 Group 40 brief detailed input output table

| $\boldsymbol{G 4 0}$ | $\boldsymbol{F} / \boldsymbol{D}$ | $\boldsymbol{P} / \boldsymbol{F}$ | $\boldsymbol{i m g t}$ | $\boldsymbol{x}$-rayt | $\boldsymbol{a v}$ | $\boldsymbol{d i s p} \boldsymbol{p a x}$ | $\boldsymbol{p a x}_{\mathbf{t}} \boldsymbol{t}$ | $\boldsymbol{t o t a l} \boldsymbol{p a x} \boldsymbol{n o}$ | $\boldsymbol{c a p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 246 | 30 | 250 | 5 | 1.5 | 15 | 2858.55 | 213.19 | 3983.06 | 0.72 |
| 247 | 30 | 250 | 5 | 1.5 | 17 | 3060.35 | 176.98 | 3995.61 | 0.77 |
| 248 | 30 | 250 | 5 | 1.5 | 20 | 3311.6 | 133.07 | 4012.87 | 0.83 |
| 249 | 30 | 250 | 5 | 1.5 | 22 | 3504.84 | 101.13 | 4036.36 | 0.87 |
| 250 | 30 | 250 | 5 | 1.5 | 25 | 3569.77 | 87.3323 | 4027.31 | 0.89 |
| 251 | 30 | 250 | 5 | 1.5 | 30 | 3569.44 | 90.8452 | 4044.95 | 0.88 |


| 252 | 30 | 250 | 5 | 1.5 | 60 | 3529.33 | 98.6237 | 4054.44 | 0.87 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| 253 | 30 | 250 | 5 | 1.5 | 100 | 3594.39 | 83.5435 | 4032.22 | 0.89 |

Disposed passengers are observed to be increasing from 2,858 to 3,594 while av increases from $15 \%$ to $100 \%$. There is stability (at value 3,569 ) measured between the ranges $25 \%$ and $30 \%$, and a small drop (with value 3,529 ) when av $\%$ equals 60 . The capacity fluctuates accordingly from $71 \%$ and $89 \%$, the major fluctuation found when av\% varies between $15 \%$ and $22 \%$. Pax_t is found to be behaving in the opposite direction: the value is decreasing from 213 min to 83 min , with this occurring most sharply when av\% increases from $15 \%$ to $25 \%$ as shown in Figure 6.43.


Figure 6.43 Group 40 the effect of available immigration staff ratio (av) on total passenger time (pax_t)

### 6.62 Summary

This chapter has exposed results gathered from executing the simulation model with initially pax_t time as a sample of influence on output. Groups of diverse conditions and scenarios are considered in Arena to get outputs that can be analysed in the next chapter for preparing a mathematical modelling of the system behaviour by varying the inputs of the simulation model that can allow an optimisation study on the system as has been set as an aim of this research. The values intended to be varied for one predictor along with fixing the others in way to be reasonable within the capacity of the airport and the software as that mentioned in the being of the chapter. Some trials are made after examining the surface viewer in MATLAB as it can be seen in chapter seven. Validation is made with some gathered data from the spread sheet as it can be seen in appendix B.

## Chapter 7 Optimisation and Results Analysis

### 7.1 Introduction to analysis

The aim of this thesis is to develop an optimisation system to improve the performance of airport terminal operations. One of the objectives of this research is to create a model that can predict the airport capacity in order for its operational efficiency to be optimised. The extracted output from the Arena software which was described in chapter six is analysed in this chapter, which investigates the relation between variables using regression and fuzzy logic to generate an appropriate model. The model after verification is used to optimise the airport operation using both GA and PSO. Correlation analysis will show whether or not the variables can be associated to each other, revealing the significant level that can determine the occurrence of that correlation beyond the sample of trials. Then linear regression is carried out with several steps, starting with identification of the independent variables. The overall model fitness accuracy summary is produced to observe the model's ability to predict the airport behaviour. Then, an ANOVA table is used to examine whether the regression model is appropriate for the data. A Levenberg-Marquardt regression algorithm is also considered to improve the regression model's accuracy. Furthermore, adaptive neuro fuzzy system is utilized to develop a more accurate model. The developed model is then used in conjunction with PSO and GA in order to find the best operating conditions of the airport, manipulating the input variables in order to maximise operational efficiency.

### 7.2 Linear correlation

Correlations between variables can be identified clearly as described in the sixth chapter, using statistics from Chapter 6's results as the sample, which can be identified as N equals 248.

F/D shows a significant correlation to all variables (Pearson's correlation test, $\mathrm{p} \leq 0.01$ ), except av\%, while total_pax_no is found to have the strongest correlation with a high positive correlation coefficient ( $\mathrm{r}=0.746, \mathrm{p}<0.01$ ). Then disp_pax is the second highest correlated variable ( $\mathrm{r}=0.731, \mathrm{p}<0.01$ ). Little correlation of $\mathrm{F} / \mathrm{D}$ can be seen at the same level with $\mathrm{P} / \mathrm{F}$, img_t and av\% which means that there is not enough evidence to say this correlation exists
beyond this sample. Other tests show moderate to low associations with F/D, although the tests are still statistically significant ( $\mathrm{p}<0.05$ ).

On the other hand, the second variable $\mathrm{P} / \mathrm{F}$ has no high observed correlation with any of the other variables yet there is significant correlation ( $\mathrm{p}<0.01$ ) with each of img_t, $x-r a y \_t, a v \%$ and cap. A positive correlation is found in img_t, disp_pax, pax_t and total_pax_no., while the rest are negative. There is no indication that correlation occurs outside this sample for disp_pax, pax_t and total_pax_no.

The third variable img_t is observed to have positive correlation only with pax_t and P/F, all the correlations are found to be significant except for $x-r a y \_t$ and pax_t, yet all correlations are low.

The fourth variable $\mathrm{x}_{-}$ray_t is found to have positive correlation only with av\% and pax_t. High correlation is only observed with pax_t with a significant level ( $\mathrm{p}<0.01$ ), img_t and cap are found to have moderate strength of correlation, yet only cap can be identified as statistically significant at the same level. A low strength correlation is seen with disp_pax and total_pax_no although the test is still statistically significant ( $\mathrm{p}<0.01$ ); the rest have very little, if any, strength in their correlation.

The fifth variable av\% is correlated positively with F/D, x-ray_t, disp_pax, total_pax_no and cap while the rest have negative correlation. Only P/F, img_t, pax_t and cap correlations are identified as statistically significant. No high or moderate correlation strength is observed, however low strength correlation is found with $\mathrm{P} / \mathrm{F}$ and cap.

The sixth variable disp_pax is observed to have positive correlation with the following: F/D, $\mathrm{P} / \mathrm{F}$, av, total_pax_no, and cap where statistical significant correlation is found with F/D, img_t, x-ray_t, pax_t, total_pax_no, and cap. A very high strength correlation is found with total_pax_no, and below that a high correlation is observed with F/D. There is low correlation between disp_pax and img_t, x-ray_t, pax_t and cap.

The seventh variable pax_t is observed to have positive correlation with $\mathrm{P} / \mathrm{F}, \mathrm{img} \mathrm{t}$ and $\mathrm{x}-$ ray_t, while statistically significant correlations are seen with F/D, x-ray_t, av\%, disp_pax, total_pax_no and cap. A high strength correlation is observed with cap and x-ray_t whereas there are low strength correlations with F/D, d and total_pax_no.

The eighth variable total_pax_no is observed to have a positive correlation with F/D, P/F, av\%, disp_pax and cap, while statistically significant correlations are observed between the variable and the following: F/D, img_t, x-ray_t, disp_pax, pax_t and cap. A very high strength correlation is found with disp_pax and a high strength correlation is associated with F/D. Moderate correlation with both $\mathrm{P} / \mathrm{F}$ and $\mathrm{av} \%$ is found and a low strength correlation observed with all of the following: img_t, x-ray_t, pax_t, and cap.

The ninth variable cap has a high correlation observed with Pax_t, moderate correlation with x-ray_t and low with the rest of the variables. A significant correlation ( $\mathrm{p}<0.01$ ) is observed with all variables. Positive correlation is found in F/D, av\%, disp_pax, and total_pax_no while the rest are negative (see Table 7.1).

Table 7.1 Correlations between all variables using Pearson correlation

|  |  | $P / F$ | img_t | $x$-ray_t | $a v \%$ | Disp | Pax_t | Total | Cap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F/D | Pearson Correlation | $-0.178^{* *}$ | $-0.263{ }^{* *}$ | $-0.453^{* *}$ | 0.101 | . $731{ }^{* *}$ | $-0.366^{* *}$ | $0.746^{* *}$ | $0.301{ }^{* *}$ |
|  | Sig. (2-tailed) | 0.005 | 0 | 0 | 0.112 | 0 | 0 | 0 | 0 |
|  | N | 248 | 248 | 248 | 248 | 248 | 248 | 248 | 248 |
| P/F | Pearson Correlation |  | $0.288 * *$ | $-0.174^{* *}$ | $-0.353^{* *}$ | 0.014 | 0.117 | 0.065 | -0.298** |
|  | Sig. (2-tailed) |  | 0 | 0.006 | 0 | 0.828 | 0.067 | 0.311 | 0 |
|  | N |  | 248 | 248 | 248 | 248 | 248 | 248 | 248 |
| img_t | Pearson Correlation |  |  | -0.05 | -0.216** | -0.355** | 0.117 | -0.333** | $-0.229^{* *}$ |
|  | Sig. (2-tailed) |  |  | 0.437 | 0.001 | 0 | 0.065 | 0 | 0 |
|  | N |  |  | 248 | 248 | 248 | 248 | 248 | 248 |
| x-ray_t | Pearson Correlation |  |  | 1 | 0.103 | $-0.484^{* *}$ | $0.726^{* *}$ | $-0.470^{* *}$ | $-0.617^{* *}$ |
|  | Sig. (2-tailed) |  |  |  | 0.104 | 0 | 0 | 0 | 0 |
|  | N |  |  |  | 248 | 248 | 248 | 248 | 248 |
| av | Pearson Correlation |  |  |  |  | 0.117 | $-0.270^{* *}$ | 0.059 | 0.398** |
|  | Sig. (2-tailed) |  |  |  |  | 0.066 | 0 | 0.354 | 0 |
|  | N |  |  |  |  | 248 | 248 | 248 | 248 |
| Disp_pax | Pearson Correlation |  |  |  |  |  | $-0.407^{* *}$ | $0.992^{* *}$ | $0.445^{* *}$ |
|  | Sig. (2-tailed) |  |  |  |  |  | 0 | 0 | 0 |
|  | N |  |  |  |  |  | 248 | 248 | 248 |
| Pax_t | Pearson Correlation |  |  |  |  |  |  | -0.326** | $-0.886^{* *}$ |
|  | Sig. (2-tailed) |  |  |  |  |  |  | 0 | 0 |
|  | N |  |  |  |  |  |  | 248 | 248 |
| Total_pax_no | Pearson Correlation |  |  |  |  |  |  |  | $0.350^{* *}$ |
|  | Sig. (2-tailed) |  |  |  |  |  |  |  | 0 |
|  | N |  |  |  |  |  |  |  | 248 |

[^0]
### 7.3 Regression Model

Linear regression is a method to predict the value of a variable (the dependent variable) based on the value of another variable (the independent variable) by representing the relationship between a scalar dependent variable ' Y ' and one or more explanatory variables indicated as ' X ' (statistics.laerd.com, n.d.). When there is only one descriptive variable used, the regression model is called a "simple linear regression". Simple linear regression consists of two functions: the mean function and the variance function (Weisberg, 2005). This tool is only appropriate if the relationship between both variables is linear. A linear relationship can be checked after obtaining the values and using some inputs to produce a simulation model to compare with the linear regression.

After correlation, linear regression is considered the next level in the analysis journey. Generating a prediction based on the knowledge of other variables is the main purpose of this analysis. The dependent variable, or outcome variable, is the variable being predicted - in this case pax_t. The independent variable, or predictor variable, is a variable used as an input in the prediction. The linear regression is displayed via SPSS software, which aids in the understanding of the outcomes from that regression.

### 7.3.1 Passenger time Regression

Firstly the variables shown in Table 7.2 are a list of all the predictors which are used in the regression equation, the variables are $\mathrm{av} \%$, $\mathrm{F} / \mathrm{D}$, img_t and x -ray_t and the dependent variable is pax_t.

Table 7.2 Variables Entered/Removed ${ }^{\text {a }}$ for Dependent Variable: Pax t
Model Variables Entered Variables Removed Method

1 av, F/D, img_t, P/F, x-ray t ${ }^{\text {b }}$. Enter
a. Dependent Variable: Pax_t
b. All requested variables entered.

Secondly, the overall model fitness accuracy is described in Table 7.3. The first column is for R which decides the ability to predict the output using the predictor with a reported value of 0.821 . The second column is the square of R with a value of 0.673 to provide a more accurate reading of that measure by indicating the variance of the predictor. Finally, an estimation of the standard error with a value of 53.198 indicates the amount that R differs from the sample and the following sample.

# Table 7.3 Pax_t regression model summary 

| Model | R | R Squared | Adjusted R Squared | Std. Error of the Estimate |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $0.821^{\mathrm{a}}$ | 0.673 | 0.667 | 53.198 |

a. Predictors: (Constant), av, F/D, img_t, P/F, x-ray_t

The "R" column shows $R$, the multiple correlation coefficients. $R$ can be treated as one measure of the quality of the estimation of the capacity variable as an dependent variable. A value of 0.821 pointed out a good level of prediction. The "R Squared" column shows the $R^{2}$ value (also named the determination coefficient), which is the ratio of variance in the predicted variable that can be clarified by the predictors (in theory, it is the ratio of variation calculated by the capacity regression model and beyond the mean model). It can be observed from the value of 0.673 that the predictors describe $67.3 \%$ as the variability of the capacity variable as a dependent variable. Nonetheless, it is necessary to calculate and understand "Adjusted R Square" (adj. $R^{2}$ ) to accurately report on the given data (statistics.laerd.com n.d.).

The following analysis of variance found in Table 7.4 Pax_t regression ANOVA ${ }^{\text {a }}$ test - for more information see the ANOVA test description (Miller, 1997). The F-test outcome shown in Table 7.4 suggests that the regression model fits the data as the last column presents less than 0.001 . The relationship between these variables (dependent and independent) is illustrated as a straight line.

Table 7.4 Pax_t regression ANOVA ${ }^{\text {a }}$ test

| Model | Sum of Squares | df | Mean Square | F | Sig. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Regression | 1412612.529 | 5 | 282522.506 | 99.830 |
| $.000^{\text {b }}$ |  |  |  |  |  |
|  | Residual | 684869.213 | 242 | 2830.038 |  |
|  | Total | 2097481.742 | 247 |  |  |

a. Dependent Variable: Pax_t
b. Predictors: (Constant), av, F/D, img_t, P/F, x-ray_t

The independent variable coefficient $b$, beta and the significance of each predictor are presented in the Table 7.5. The first column 'Model' lists the independent variables or predictors. The second column 'Unstandardized Coefficients' contains a constant value or the value of X by assuming $\mathrm{Y}=0$ as well as $\mathbf{b}$ the dependent variable coefficient. The third column named 'Standardized Coefficients' lists all the beta coefficients. Beta in regression results should have the same value as the correlation coefficient, unless it is a multiple regression like this case. The last column in the table lists the significance of the association
among the predictors and the predicted variable, to explain how probable it is that to discover a correlation this strong in the existing sample (strath.ac.uk, n.d ; ats.ucla.edu, n.d.). Here the regression equation can be illustrated as:

$$
\begin{align*}
\text { Pax_t } & =48.994+0.204 \times F / D+0.227 \times P / F+2.184 \times \text { img_t } \\
& +37.415 \times \text { xray_t }-0.974 \times \text { av } \tag{7.1}
\end{align*}
$$

Table 7.5 Pax_t regression Coefficients ${ }^{\text {a }}$

| Model | Unstandardized Coefficients |  | Standardized Coefficients Beta | t | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | B | Std. Error |  |  |  |
| 1 (Constant) | 48.994 | 24.012 |  | 2.040 | 0.042 |
| F/D | 0.204 | 0.111 | 0.082 | 1.844 | 0.066 |
| P/F | 0.227 | 0.063 | 0.149 | 3.583 | 0.000 |
| img_t | 2.184 | 1.198 | 0.073 | 1.822 | 0.070 |
| x-ray_t | 37.415 | 1.977 | 0.823 | 18.923 | 0.000 |
| av | -0.974 | 0.131 | -0.296 | -7.451 | 0.000 |

a. Dependent Variable: Pax_t

### 7.3.2 Capacity regression

The same can be said for the capacity variables as shown in Table 7.6. The regression variables are av\%, F/D, img_t and x-ray_t and the dependent variable is cap.

Table 7.6 Capacity regression Variables Entered/Removed ${ }^{\text {a }}$

| Model | Variables Entered | Variables Removed | Method |
| :--- | :--- | :--- | :--- |
| 1 | av, F/D, img_t, P/F, x-ray $\mathrm{t}^{\mathrm{b}}$ | . | Enter |

a. Dependent Variable: Cap
b. All requested variables entered.

The overall model fitness accuracy is described in the model summary in Table 7.7. Column R shows the capability to calculate the output prediction using the predictor. The square of R column is to offer a more accurate reading of that measure by showing the alteration of the predictor. The standard error estimate column points out the amount that R fluctuates from one trial to the next trial.

Table 7.7 Capacity regression Model Summary ${ }^{\text {a }}$

| Model R R Squared Adjusted R Squared | Std. Error of the Estimate |
| :--- | :--- | :--- | :--- |

## a. Predictors: (Constant), av, F/D, img_t, P/F, x-ray_t

The "R" column shows $R$, the multiple correlation coefficients. $R$ can be treated as one measure of the quality of the estimation of the capacity variable as a dependent variable. A value of 0.840 points to a good level of prediction. The "R Squared" column shows the $R^{2}$ value (also named the determination coefficient), which is the ratio of variance in the predicted variable that can be clarified by the predictors (in theory, it is the ratio of variation calculated by the capacity regression model and beyond the mean model). It can be observed from the value of 0.706 that the predictors describe $70.6 \%$ as the variability of the capacity variable as a dependent variable. Nonetheless, it is necessary to calculate and understand "Adjusted R Square" or (adj. $R^{2}$ ) to accurately report on the given data (statistics.laerd.com, n.d.).

The $F$-ratio in the ANOVA shown in Table 7.8 checks whether the whole regression representation is appropriate for the data. The table illustrates that the predictors statistically significantly predict the capacity variable, $F(5,242)=116.016, p<.0005$ (i.e., the equation gained from the regression is a good fit of the collected data).

Table 7.8 Capacity regression ANOVA ${ }^{\text {a }}$

| Model | Sum of Squares | df | Mean Square | F | Sig. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Regression | 2.016 | 5 | 0.403 | 116.016 |
|  | $0.000^{\text {b }}$ |  |  |  |  |
|  | Residual | 0.841 | 242 | 0.003 |  |
|  | Total | 2.858 | 247 |  |  |
|  |  |  |  |  |  |

a. Dependent Variable: Cap
b. Predictors: (Constant), av, F/D, img_t, P/F, x-ray_t

The general form of the equation to predict capacity can be driven by knowing the regression variables av\%, F/D, img_t and x-ray_t. This is gained from the Coefficients, as shown in Table 7.9. The table offers information on each predictor variable. It can be observed that all predictors and the constant contribute significantly to the regression as the Sig. column indicates. The B column under the Unstandardized Coefficients column indicates that it can be represented as the following equation:

$$
\begin{align*}
\text { Cap }=1.013 & -0.001 \times \mathrm{F} / \mathrm{D}-0.001 \times \mathrm{P} / \mathrm{F}-0.005 \times \text { img_t }-0.04 \times \text { xray_t } \\
& +0.001 \times \mathrm{av} \tag{7.2}
\end{align*}
$$

Unstandardized coefficients show how much the capacity varies with a predictor, when all predictors are kept constant. Looking at the impact of $\mathrm{F} / \mathrm{D}$ in this equation, the unstandardized coefficient, $B_{1}$, for $F / D$ is equal to -0.001 (see Table 7.9). This indicates that each unit increase in F/D leads to a decrease in cap with a value of 0.001 passengers/t. The statistical significance of each of the independent variables can be examined. This checks whether the coefficients are equal to 0 in the whole sample. If $p<0.05$, it can be said that the coefficients are significant. The $t$-value and $p$-value are found in the " $\mathbf{t}$ " and "Sig." columns respectively, as presented in Table 7.9.

Table 7.9 Capacity regression Coefficients ${ }^{\text {a }}$

| Model | Unstandardized Coefficients <br>  <br>  <br>  <br>  <br> (Constant) |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| B | 1.013 | Std. Error | Standardized Coefficients | t | Sig. |
|  | F/D | -0.001 | 0.000 |  |  |
|  | P/F | -0.001 | 0.000 | -0.193 | 38.054 |
|  | img_t | -0.005 | 0.001 | -0.299 | -4.549 |
|  | x-ray_t | -0.043 | 0.002 | -0.155 | -7.566 |
|  | Av | 0.001 | 0.000 | -0.802 | 0.000 |

a. Dependent Variable: Cap

### 7.3.3 Disposed passengers regression

To develop a regression model of the disposed passengers predictors, the independents variables used in the regression are identified as shown in Table 7.10.The variables are $\mathrm{av} \%$, F/D, img_t and x-ray_t.

Table 7.10 Disposed passengers regression Variables Entered/Removed ${ }^{\text {a }}$

| Model | Variables Entered | Variables Removed | Method <br> 1 |
| :--- | :--- | :--- | :--- |
| av, F/D, img_t, P/F, x-ray_t | . | Enter |  |

a. Dependent Variable: Disp_pax
b. All requested variables entered.

Then an overview of model capability and precision is illustrated in Table 7.11. Column R examines the capability to calculate the output estimation via the independent variables. The $R$ value here is 0.797 , which reflects a high correlation. The square of $R$ column indicates the precise interpretation of that measure by presenting the variation of the independent variables. It can be clarified by the predictors, "(Constant), av, F/D, img_t, P/F, x-ray_t ". In this case, R Squared is $63.5 \%$, which can be considered as more than average. The standard error of the estimate column shows the extent of R fluctuation from the sample and the next one. It is equal to 2607.820 which is a high value due to the high number of passengers.

Table 7.11 Disposed passengers regression Model Summary

| Model | R | R Squared | Adjusted R Squared | Std. Error of the Estimate |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $0.797^{\mathrm{a}}$ | 0.635 | 0.627 | 2607.820 |

a. Predictors: (Constant), av, F/D, img_t, P/F, x-ray_t

Table 7.12 reports the "F-statistic" for the regression representation. Regularly, regression tables offer both the statistical values and their correlated significance; the most significant correlations have 0.000 as a significance statistical value. The examination of significance for the F -statistic produces the probability that none of the predictors in the current model are correlated with the predicted value disp_pax other than what could be described as chance. Table 7.12 explains the F-test's significance statistic in the way described below:
"Significance statistic of the regression model's for the F-test shows that there is no chance of even one in 1,000 that the detected correlation among one or more of the predictors and the predicted variable is for the reason of random sampling error."

Table 7.12 Dispose passengers regression ANOVA ${ }^{\text {a }}$

| Model | Sum of Squares | df | Mean Square | F | Sig. |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Regression | 2860855117.785 | 5 | 572171023.557 | 84.134 | $0.000^{\text {b }}$ |
|  | Residual | 1645775555.811 | 242 | 6800725.437 |  |  |
| $\quad$ Total | 4506630673.597 | 247 |  |  |  |  |

a. Dependent Variable: Disp_pax
b. Predictors: (Constant), av, F/D, img_t, P/F, x-ray_t

Table 7.14 presents both unstandardized (B) and standardized (Beta) regression coefficients for each predictor in the regression and examines their significance for each of those statistics. The unstandardized constant (877.784 in Table 7.13) illustrates the value of the regression model predicted if all the predictors equal zero. The rest of the unstandardized
regression coefficients (shown in column B) show that every F/D increase effects disp_pax with a 69.071 increment. $\mathrm{P} / \mathrm{F}$ has a coefficient of 13.256 which represents the increment in disp_pax for increasing P/F by one. The same can be said for the coefficient of av which equals 13.900 . The rest have a negative impact, img_t for example has a coefficient value of 334.567, which means that for every increment of one in img_t, the value of the predicted disp_pax decreases by -334.567; the same can be said about x-ray_t with a coefficient value of -422.442.

The standard deviation impact of each predictor on disp_pax variable shown in the "Beta" column is found in the standardized coefficients (see Table 7.13). Direct strength comparison is gained from the listed standardized measures among the predictors, which is the main use of this column. F/D is by far the most significant predictor of disp_pax, followed by img_t then x-ray_t but with a negative impact. After that P/F and finally av have a very limited effect on disp_pax with standard deviation value of 0.091 .

Finally, the significance statistic for each predictor is tested as shown in the Sig. column in Table 7.13. Due to the limited sample size used, the issue of the data's reliability is raised. The statistical test checks the likelihood that a fluctuation in a specified predictor for a partial regression coefficient is a result of an error in sampling or not.

Precisely, it examines the probability that for a bigger sample beyond the sample currently used, there might be an increase in the predictor which has either no effect on disp_pax as a dependent variable or has a negative correlation. The pure chance as product of a random sampling issue or not the correlation found between different variables and disp_pax that can justify the case of av, over 3 percent of the time another sample could be expected to show either no relationship or a negative relationship with disp_pax as seen in Table 7.13, the correlation is positive (acme.highpoint.edu, n.d.).

Table 7.13 Disposed passengers regression Coefficients ${ }^{\text {a }}$

| Model | Unstandardized Coefficients |  | Standardized Coefficients Beta | T | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | B | Std. Error |  |  |  |
| 1 (Constant) | 877.784 | 1177.076 |  | . 746 | 0.457 |
| F/D | 69.071 | 5.427 | 0.601 | 12.726 | 0.000 |
| P/F | 13.256 | 3.110 | 0.188 | 4.262 | 0.000 |
| img_t | -334.567 | 58.749 | -0.241 | -5.695 | 0.000 |
| x-ray_t | -422.442 | 96.926 | -0.201 | -4.358 | 0.000 |
| av | 13.900 | 6.408 | 0.091 | 2.169 | 0.031 |

a. Dependent Variable: disp_pax

### 7.3.4 Total number of passengers regression

As suggested in the previous dependent variables, a regression model was carried out to obtain a prediction equation for the total number of passengers. The regression input and output can be identified as presented in Table 7.14 which reports Variables Entered/Removed. The predictors are av\%, F/D, img_t and x-ray_t used to produce the regression equation.

Table 7.14 Total number of passengers regression Variables Entered/Removed ${ }^{\text {a }}$

|  | Model <br>  <br> 1 | Variables Entered <br> av, F/D, img_t, P/F, x-ray $\mathrm{t}^{\mathrm{b}}$ | Variables Removed |
| :--- | :--- | :--- | :--- |
| Method <br> Enter |  |  |  |
| a. Dependent Variable: Total_pax_no |  |  |  |
| b. All requested variables entered. |  |  |  |

A summary of the model is shown in Table 7.15. The R value here is 0.808 , which reveals a high level of correlation. The square of R indicates $65.3 \%$ which can be considered above average. The standard error estimate column shows the extent of R variation from a sample and the next one. It is 2592.818 which is large figure as the number of passengers is very high.

Table 7.15 Total number of passengers regression Model Summary
Model R $\quad$ R Square Adjusted R Square Std. Error of the Estimate

| 1 | $0.808^{\mathrm{a}}$ | 0.653 | 0.646 | 2592.818 |
| :--- | :--- | :--- | :--- | :--- |

a. Predictors: (Constant), av, F/D, img_t, P/F, x-ray_t

After that, analysis of variance is carried out using ANOVA "F-statistic" for the regression representation. Mainly, regression tables propose both the statistical values and their significance, with 0.000 being the most significant value. The relationship between those variables (dependent and independent) is illustrated as a straight line as it is a linear regression.

Table 7.16 Total number of passengers regression ANOVA ${ }^{\text {a }}$

| Model |  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Regression | 3065678414.388 | 5 | 613135682.878 | 91.204 | $.000^{\text {b }}$ |
|  | Residual | 1626894043.285 | 242 | 6722702.658 |  |  |
|  | Total | 4692572457.673 | 247 |  |  |  |

a. Dependent Variable: total_pax_no
b. Predictors: (Constant), av, F/D, img_t, P/F, x-ray_t

Finally, the general form of the equation is carried out to predict the total number of passengers by entering regression variables of av\%, F/D, img_t and x-ray_t. This is shown in the Coefficients table, as reported in Table 7.17. The table reveals details for every predictor variable. It can be said that most predictors contribute significantly to the regression as the Sig. column indicates, except the constant and the av. The B column under the Unstandardized Coefficients column specifies that it can be modelled in the following equation:

$$
\begin{align*}
\text { Cap }= & 647.788+77.237 \times F D+17.053 \times P F-320.165 \times \text { img_}_{-} t \\
& -314.865 \times x_{-} r a y_{-} t+6.604 \times a v \tag{7.3}
\end{align*}
$$

Unstandardized coefficients illustrate the total number of passenger's variation response with a predictor, when all other predictors are kept unchanged. For example the impact of F/D in this equation, the unstandardized coefficient, $\mathrm{B}_{1}$, for $\mathrm{F} / \mathrm{D}$ is equal to 77.237 (see Table 7.17). This indicates that for each 1 increase in $F / D$, there is an increase in the total number of passengers of 77.237. The statistical significance of each of the independent variables can be examined. This checks whether the coefficients are equal to 0 in the whole sample. If $p<$ 0.05 , it can be said that the coefficients are significant.

The standard deviation impact of each predictor on the disp_pax variable are shown in the "Beta" column found in the standardized coefficients (see Table 7.17). A direct strength comparison is gained from the listed standardized measures among the predictors, which is the main use of this column. F/D is by far the most significant predictor of disp_pax, followed by img_t then x-ray_t but with a negative impact. After that, av and finally av can have a very limited effect on the total number of passengers with a standard deviation value of 0.042 . Finally, the significance statistic for each predictor should be tested which is shown in Sig. column in Table 7.18 below. Due to the limited sample size, the issue of reliability is raised. The statistical test checks the likelihood that a fluctuation in a specified predictor for a partial regression coefficient is a result of error in sampling or not.

Table 7.17 Total number of passengers regression Coefficients ${ }^{\text {a }}$

| Model |  | Unstandardized <br> Coefficients <br> B | Std. Error | Standardized <br> Coefficients <br> Beta | t | Sig. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | (Constant) | 647.788 | 1170.304 |  |  |  |
|  | F/D | 77.237 | 5.396 | 0.658 | .554 | 0.580 |
|  | P/F | 17.053 | 3.092 | 0.237 | 14.313 | 0.000 |
|  | img_t | -320.165 | 58.411 | -0.226 | 5.515 | 0.000 |
|  | x-ray_t | -314.865 | 96.368 | -0.146 | -5.481 | 0.000 |
|  | av | 6.604 | 6.371 | 0.042 | -3.267 | 0.001 |

a. Dependent Variable: total_pax_no

### 7.3.5 Linear regression evaluation

Regression equations for pax_t, cap, disp_pax and total_pax_no are produced, and a comparison study is conducted to evaluate the accuracy of each equation. The set of executed trials contains 248 scenarios, with results available for each one. Those results are considered as the actual value of each dependent variable. A series of 248 predictions for each dependent variable is carried out. Then, the error ratio is calculated for each reading to get an average of the total readings. A sample of five readings is reported with the error ratio (as shown in Table 7.18).

Table 7.18 Linear regression actual and predicted values for a sample

| Actual |  |  |  | Predicted |  |  |  | Error |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Pax_t | Cap | Disp | Total | Pax_t | Cap | Disp | Total | Pax_t | Cap | Disp | Total |
| 131.4 | 0.840 | 4311 | 5133 | 88.5 | 0.704 | 6679 | 7308 | 0.326 | 0.162 | 0.550 | 0.424 |
| 88.5 | 0.884 | 4249 | 4806 | 98.2 | 0.694 | 6540 | 7242 | 0.110 | 0.216 | 0.539 | 0.507 |
| 118.0 | 0.849 | 4188 | 4931 | 108.0 | 0.684 | 6401 | 7176 | 0.085 | 0.195 | 0.529 | 0.455 |
| 166.1 | 0.789 | 4063 | 5151 | 117.7 | 0.674 | 6262 | 7110 | 0.291 | 0.146 | 0.541 | 0.380 |
| 115.5 | 0.857 | 4345 | 5070 | 127.4 | 0.664 | 6123 | 7044 | 0.103 | 0.226 | 0.409 | 0.390 |

For each variable an $x-y$ plot is prepared with actual value of the variable on the $x$-axis and the predicted value on the $y$-axis. In an ideal case, this should create a straight line with an angle of $45^{\circ}$. The first plotting shown in Figure 7.1 indicates fluctuation and the highest estimated value found is 750 and the lowest is 8.14 while the actual values have highest value of 723.96 and lowest of 23.97 . The graph shows points registered far from the straight line and the plot with the sample data shows heteroscedasticity.


Figure 7.1 Passenger time predicated from FIS across the actual value (Heteroscedasticity)

The next variable is cap where its values are constrained to between 0 and 1 as it is a ratio of the number of passengers disposed from the system to the total number of passengers. The
highest actual value is 0.99 and the lowest is 0.23 . On the other hand, the highest predicted value is 0.93 and the lowest is 0.03 . The accuracy increases as cap is increased as shown in Figure 7.2. There is some randomness that increases the error ratio which will be discussed later in this chapter.


Figure 7.2 Capacity ratio predicated from FIS across the actual value
Disp_pax, plotted as shown in Figure 7.3, achieved a clearer straight line between 5000 and 17000 , although it fluctuates below 5000 and above 17000 . There are a couple of negative predicted values which are considered unrealistic. The highest predicted value is 15676.42 and the lowest is 2897.43 with a negative value. On the other hand, the highest actual value registered is 17544.3 and the lowest actual value is 1507.5 . The fluctuation appeared clearly in the graph which indicates a high error ratio (see Figure 7.3).


Figure 7.3 Disposed passenger number predicated from FIS across the actual value

Lastly, a similar behaviour is seen with total passenger number shown in Figure 7.4 as it fluctuates between 0 and 5000 and is sort of steady above 5000 yet some randomness is observed after 17500. The highest predicted value measured is 16923.11 while the lowest predicted is -817.35 . On the other hand the highest actual reading is 18133.64 and the lowest actual registered is 1507.5 which shows some fluctuation form the ideal case which affects the error ratio.


Figure 7.4 Total Passenger Number predicated from FIS across the actual value
The highest error ratio found with the dependent variable of pax_t is $38 \%$, while the lowest error registered on the cap variable is $19 \%$. Disp_pax registers an error ratio of $36 \%$ and total_pax_no has an error value equal to $28 \%$ (see Table 7.19).

Table 7.19 Linear regression Error ratio

| Pax_t | Cap | Disp_pax | Total_pax_no |
| :--- | :--- | :--- | :--- |
| 0.381827 | 0.188855 | 0.356032 | 0.282994 |

This leads to the conclusion that a higher accuracy model is required which can be achieved by Levenberg-Marquardt algorithm to fit the regression equation.

### 7.4 Levenberg-Marquardt regression algorithm

The Levenberg-Marquardt algorithm (LMA), identified as the damped least-squares (DLS) technique, is considered to explain non-linear results with least squares problems and this is done by least square curve fitting. The Levenberg-Marquardt algorithm combines the use of the Gauss Newton algorithm GNA with the technique of gradient descent.

The error ratio seen earlier in the linear regression model is motivation to find another fitting algorithm. Here the Levenberg-Marquardt regression algorithm used in matlab as four functions is created. First, the load command extracts the whole table as a data set then
inputs are extracted into a matrix variable of five inputs called x-data. After that, another matrix is assigned to contain the output of the dependent variable named $y$-data. Then, a variable matrix is defined for holding the coefficient values and initialising with zero value. Next, the boundaries of the search are assigned in matrices called MaxValue and MinValue. Then options related to optimisation, iteration level and Levenberg-Marquardt option are set. This is to prepare executing the curve fitting function "lsqcurvefit" then plotting and printing the parameters (see Figure 7.5).


Figure 7.5 Running Levenberg-Marquardt regression algorithm
After executing the code with different settings, good results were experienced over wide ranges of selection, with 1000 for the MaxValue and -1000 for the MinValue. The coefficients are presented in Table 7.20.

Table 7.20 Levenberg-Marquardt regression coefficients

| (LMA reg.) | pax_t | disp | cap | total_pax_no |
| :--- | :--- | :--- | :--- | :--- |
| (Constant) | 63.9634 | 134.105 | 0.9899 | -29.811 |
| F/D | -0.0172 | 74.4124 | -0.0003 | 81.8255 |
| P/F | 0.2099 | 14.225 | -0.0005 | 17.9417 |
| img t | 3.0699 | -327.13 | -0.0061 | -310.88 |
| xray t | 38.081 | -299.11 | -0.0421 | -194.86 |
| \%av | -1.0064 | 13.7058 | 0.0014 | 6.3378 |

Firstly the pax_t shows high similarity with the linear regression plot, although with different parameters values as reported in Table 7.20. As pax_t increases, the gap becomes wider between the predicted and the actual reading, while capacity shows a more accurate
prediction as the fluctuation is lower than that observed in the linear regression. Both disp_pax and total_pax_no show similar three zone plots as shown earlier in the linear regression. The first zone is between zero and 5000, which shows a high level of randomness then it moves to a linear zone between 5000 to 17500 , and lastly some randomness is observed above 17500 (see Figure 7.6 - Figure 7.9).


Figure 7.6 Total passengers predicted from FIS across the actual value


Figure 7.8 Disposed passengers predicted from FIS across the actual value


Figure 7.7 Passenger time predicted from FIS across the actual value (Heteroscedasticity)


Figure 7.9 Capacity predicted from FIS across the actual value

It can be seen that a tool which is more efficient for modelling and predicting the dependent variables is needed. The Adaptive Neuro Fuzzy Inference System (ANFIS) can be seen in the next section for that purpose.


Figure 7.10 Levenberg-Marquardt regression algorithm

### 7.5 Adaptive neuro fuzzy inference system modelling

Neuro-Fuzzy (NF) is known as an integration of neural networks and fuzzy logic (Jang, 1993). Self-learning is an element that is used by processing data samples to save or its fuzzy sets and fuzzy rules. A NF system is defined as a fuzzy system which employs a self-learning algorithm derived and inspired by neural network concepts to achieve its fuzzy sets and fuzzy rules using processing data samples (Al-Kanhal, 2010). In this section, simulation scenarios’ results data is used to develop the NF system that models the airport performance factors, such as the number of disposed passengers and total passenger time, as a 'FIS' fuzzy inference system file. The hybrid system called ANFIS associates the verbal rule of fuzzy logic using the numeric control of neural systems for each dependent variable. As is recognized from the philosophy of fuzzy systems, diverse fuzzification and defuzzification techniques with diverse rule arrangements suggest many solutions to a certain problem; the chosen solution is tested with the actual reading. The Matlab "anfisedit" command called ANFIS Editor GUI allows the user to load training data from the file prepared earlier, then generate a FIS file which can be called to estimate or predict a dependent variable. The FIS
file is generated using a grid partition option and the hybrid train optimisation method is selected with the default epochs value of 3 . The test is used on the trained data to gain a plot of the tested training data. Next a surface is created to illustrate the relationship of each input with the output as shown in Figure 7.11 and 7.12. This checks how reasonable the output is, and identifies the boundary of each independent. The Gaussian combination membership function is selected to perform the model with 3 MF for each input as shown in Figure 7.13.


Figure 7.11 Anfis Editor Settings


Figure 7.12 Surface Viewer for two inputs


Figure 7.13 MF type of Anfis inputs and outputs options

```
clear all
close all
load datatotalnopax.txt
```

```
xtotal=datatotalnopax(:,1:5);
ytotal=datatotalnopax(:,6);
fistotal= readfis('fistotalnopax') ;
for i=1:253
ytotal3(i)= evalfis(xtotal(i,:),fistotal);
end
ytotal2=ytotal3';
figure(1)
RESULTS=[ytotal(:,1), ytotal2(:,1)];
```

Figure 7.14 code used to plot each dependent value with the predicted value
The matlab code shown in Figure 7.14 is used to plot each dependent value with the predicted value using the generated FIS file. First the raw input output files are loaded then the input is imported as a matrix with five columns. After that the actual output is stored in an array then the dependent FIS file loaded with "readfis". Then each trial output is predicted from the FIS file and stored in another array in order to compare it with the actual reading; finally plots are generated (see Figure 7.15-Figure 7.18).


Figure 7.15 Passenger time predicted from FIS across the actual value (with homoscedasticity)


Figure 7.16 Capacity predicted from FIS across the actual value (with homoscedasticity)


Figure 7.17 Disposed passengers predicted from FIS across the actual value (with homoscedasticity)


Figure 7.18 Total passengers predicted from FIS across the actual value (with homoscedasticity)

### 7.6 Optimisation

Optimisation strategies are characterized as the "experience-based" routines that assist in making decisions and learning (Pearl, 1984) and the meaning of a metaheuristic is a group of algorithmic ideas that could be utilized to characterize heuristic techniques pertinent to a wide set of distinctive issues. As such, a metaheuristic is a universally useful algorithmic structure that could be connected to diverse improvement issues with generally few alterations (Dorigo et al., 2006). Artificial intelligent strategies, for example NF that is specified in this section, are metaheuristic techniques and additionally the wise streamlining methods are formalized as optimisation procedures. Two main contributions are deployed in this section by using GA and PSO after normalisation is carried out.

### 7.6.1 Normalisation

Normalisation is the process of converting all variables in the data to a definite range. In data mining approaches it is used to create conditions where it can guarantee stable convergence of weight and biases. Each reading is subtracted by the mean and then divided by the standard deviation. Brief details needed for normalisation are reported in Table 7.21 which is used in the optimisation stage.

Table 7.21 Brief details needed for normalisation

|  | total | Pax_t | disp | cap |
| :--- | :--- | :--- | :--- | :--- |
| avg | 7585.582 | 105.9931 | 6777.043 | 0.871876 |
| $\max$ | 18785.91 | 722.1666 | 18674.99 | 0.998169 |
| min | 667.1155 | 14.61412 | 260.5118 | 0.234595 |
| stand dev | 4014.922 | 89.98966 | 3920.368 | 0.104441 |

### 7.6.2 PSO optimisation

Matlab is used to carry out PSO optimisation as it reads all four dependent FIS files that are created by ANFIS as seen earlier. The number of parameters ' $\mathrm{N} \_$par' is assigned to 5 . The number of particles is set to ' $\mathrm{N}=100$ ' then the boundary of change is assigned to insure that the particles' parameters do not go to an undefined range not covered by the FIS file while 'c1 $=1.49618$ ', 'c2 $=1.49618 ', ~ ' w=0.7298 '$ and the number of iteration is set to Nit $=100$ as Eberhart and Shi (2000) confirmed that an inertia weight of 0.7298 and acceleration coefficients of 1.49618 are good parameter choices, leading to convergent trajectories.

Then the PSO algorithm is applied to get local and global best particles. Finally parameters are revealed. During the exclusion of the PSO optimisation each answer to the cost function is illustrated in a plot diagram that reveals how each time a more appropriate solution is carried out and monitored in the graph shown in Figure 7.19.


Figure 7.19 Cost function values plotted during PSO

### 7.6.2.1 PSO Verification

After executing the code (see Appendix D) many times with different cost functions and different applicable ranges, a set of output-predicted and actual values needs to be checked and verified in order to examine the fuzzy logic's accuracy. The first set of PSO answers are gathered and each one entered into a FIS file to get the predicted value for the four output variables. Then the Arena model is used to compare that predicted value by having the parameter as the input to the model. There are cases where the inputs are not valid, mainly for two reasons: either the data is undefined in the generated FIS or Arena cannot run that combination of parameters and both reasons can relate to each other. For example if a combination of parameters can cause error that leads to them not having a value that can be entered and considered in the FIS file.

Table 7.22 PSO Results Verification

| Independent variables |  |  |  |  |  |  |  |  |  |  | Arena |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| F/D | P/F | img_t | x-ray_t | av | disp | pax_t | total | cap | disp | pax_t | total | cap |  |
| 17 | 170 | 1.5 | 1.5 | 100 | 1449 | 47 | 1537 | 0.94275 | 5681.34 | 48.06 | 5808.31 | 0.97 |  |
| 144 | 222 | 1 | 0.5 | 100 | 15604 | 38 | 16460 | 0.948 | 16023 | 42.54 | 17032.6 | 0.94 |  |
| 90 | 250 | 3 | 0.5 | 70 | 11033 | 37 | 11615 | 0.94989 | 9312.63 | 124.44 | 11091.3 | 0.83 |  |
| 32 | 255 | 4.5 | 2 | 88 | 3641 | 132 | 4421 | 0.82357 | 5730.77 | 116.82 | 6405.45 | 0.86 |  |
| 30 | 150 | 3 | 1.5 | 100 | 2223 | 48 | 2373 | 0.93679 | 4583.5 | 46.15 | 4697.77 | 0.97 |  |
| 77 | 290 | 3 | 1 | 93 | 9749 | 134 | 11919 | 0.81794 | 10919.3 | 132.14 | 12655.4 | 0.83 |  |
| 110 | 230 | 4.5 | 0.5 | 75 | 12366 | 40 | 13074 | 0.94585 | 13246.2 | 7.5 | 13511 | 0.99 |  |
| 18 | 160 | 1 | 1.5 | 98 | 1445 | 45 | 1529 | 0.94506 | 5294.68 | 43.08 | 5369.27 | 0.98 |  |
| 140 | 240 | 0.5 | 0.5 | 97 | 16411 | 42 | 17399 | 0.94322 | 15309 | 27.01 | 16430.1 | 0.93 |  |
| 37 | 248 | 3.5 | 1 | 92 | 4487 | 55 | 4831 | 0.92879 | 7220.6 | 66.68 | 7617.68 | 0.93 |  |
| 79 | 277 | 1.5 | 0.5 | 89 | 10716 | 39 | 11297 | 0.94857 | 13140.8 | 109.96 | 14461.7 | 0.91 |  |
| 33 | 215 | 1.5 | 2 | 78 | 3308 | 103 | 3820 | 0.86597 | 4128.24 | 15.11 | 3645.11 | 1 |  |
| 32 | 130 | 0.5 | 1 | 90 | 2081 | 30 | 2159 | 0.96387 | 7544.53 | 2.62 | 7316.39 | 1.02 |  |
| 76 | 280 | 0.5 | 0.5 | 83 | 10446 | 36 | 10988 | 0.95067 | 11419 | 153.68 | 13401.2 | 0.84 |  |
| 19 | 170 | 1 | 0.5 | 88 | 1625 | 25 | 1710 | 0.95029 | 13658.5 | 18.46 | 13555.4 | 1.03 |  |

Initially, the actual total number of passengers is revealed with the estimation related outcome as is plotted in Figure 7.20 and the results are shown in Table 7.22 which has five independent variables generated from optimisation and then entered to both arena and the data driven model for comparison purposes. There is a good level of precision compared to other techniques of regression as fuzzy logic achieves a decent educated guess for the total
number of passengers. The shortages can be found clearly after optimisation is carried out as the PSO optimiser tries to produce a massive number of repetitions that are used to compute more accurately the value of the cost function. That mainly forces it to generate points that were not covered in the prepared sample carried out in the results chapter. The optimisation might be done at various known intervals to eliminate that.


Figure 7.20 Obtained total number of passengers predicted across the actual value

The point $(1537,5808.31)$ is found to be the least accurate estimation as is illustrated in the plot diagram in Figure 7.20 that exposes all expected values with the actual outcomes gathered from the Arena results. All other predictions in the x-y graph have more precise estimations. The same plot is drawn for the passenger time as shown in Figure 7.21, where a higher level of chaos is found in the graph.


Figure 7.21 Obtained passenger time predicated from FIS across the actual value

The passenger time graph has a total number of four points far from ideal or optimal predictions - three of them greater than the supposed value and the fourth below the actual value. Other points show a decent level of linearity as they have a small level of fluctuation around the optimal prediction line. The next plot illustrates the actual disposed passenger number against its predicted value. From a first glance better prediction is shown in this dependent variable as shown in Figure 7.22.


Figure 7.22 Obtained disposed passengers predicted from FIS across the actual value

The point $(1625,13658.5)$ stands away from the accurate prediction, clearly illustrated in the Figure 7.22. A medium fluctuation is observed among the other points, but they still revolve around the optimal line. There are some points which show very good level of accuracy like $(15604,16023)$ which clearly is not accomplished by the linear regression model.


Figure 7.23 Obtained capacity predicted from FIS across the actual value

Capacity is a dependent variable, it fluctuates in actual readings from 0 to 1 . Iin the context of airport terminals' operations, this variable would be as high as possible to attain high operation performance and that is shown in Figure 7.23 as it fluctuates between 0.8 and 1 .

### 7.6.3 GA optimisation using Optimtool and Optimizationapp

The Optimtool called Optimizationapp selects the optimisation algorithm, or solver as it is known as, to optimise the function. That opens a GUI which can be fed with the function or the problem, the optimisation option and the solver. "The Optimization app can be used to run any Optimization Toolbox solver and any Global Optimization Toolbox solver except Global Search and MultiStart. Results can be exported to a file or to the MATLAB
workspaces a structure". First the solver is selected then the algorithm picked - in GA case there is only one available algorithm. After that a number of variables is entered (in this case 5), then lower and upper bounds are entered (mathworks.co.uk, n.d.). Function fitness will be used on the cost function which has been included. Lower and upper limits are set to the intervals that need to be searched as illustrated in Figure 7.24. Then the population type is set to be "double vector", the population size is selected to be 20 , the creation function option is set to "constraint dependent" and all other populations use the default settings. The second option category is related to "fitness scaling" and assigned to "rank" scaling function. The third category revolves around the selection where "stochastic uniform" is assigned as a selection function. The fourth category in the option is reproduction which used an elite count of " 2 " cross over fraction of " 0.8 ". The fifth category is a mutation function set to "constrain dependent". Cross over is the sixth option category where "scattered" cross over function is used. Migrate category has "forward" as its direction setting where the fraction is set at "0.2" and the interval " 20 ". Constraint parameters have initial penalty of " 10 " and penalty factor of " 100 ". The hybrid function option category is set to be "none" hybrid function. Stopping criteria has " 100 " generations , "inf" $\infty$ or time limit, "-inf" or $-\infty$ fitness limit, stall generations is set to " 50 ", stall time limit is set to "inf", function tolerance " $1 \mathrm{E}-6$ " and nonlinear constraint tolerance used is " $1 \mathrm{E}-6$ ".


Figure 7.24 Optimization tool settings for GA optimisation

The function of the problem should be created and named in the optimtool which starts by reading the FIS using the 'readfis' command. A variable named Xp is used to store the random generated value of the iteration. Then the predicted values of the four dependent variables are used to create a cost_f after normalising the variables as shown in Figure 7.25.

```
function cost_f = airport_model7(Xp)
fistotal= readfis('fistotalnopax') ;
fisPax_t= readfis('fisPax_t');
fisdisp= readfis('fisDisp_pax') ;
fiscap= readfis('fiscap');
    Pax_t=evalfis(Xp,fisPax_t);
    total=evalfis(Xp,fistotal);
    cap=evalfis(Xp,fiscap);
    disp=evalfis(Xp,fisdisp);
    %mean %std
Pax_t=(Pax_t-105.9930602)/89.98965815;
total=(total-7585.582013)/4014.92155;
сар=(сар-0.871875856)/0.104441283;
disp=(disp-6777.042994)/3920.368309;
cost_f=(7*(1-Pax_t)+20*(total)+5*(cap)+2*(disp))/18;
```

Figure 7.25 Sample of cost function code used in GA optimisation

### 7.6.3.1 GA Verification

By running the "optimtool" many times with diverse cost functions and different appropriate ranges, a set of output-predicted and actual values need to be checked and verified to examine the fuzzy logic precision. Initially a set of GA solutions are collected and each one goes into a FIS file to get the predicted value for the four output variables. Then the Arena model is used to compare that estimated value by having the parameter as an input to the model. There were cases where inputs are not valid, mainly for the same reasons as stated in the PSO verification.

Table 7.23 GA Results Verification

| Independent variables |  |  |  |  | predicted |  |  |  | Arena |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F/D | P/F | Img_t | Xray | $A v$ | Total | Pax_t | Disp | cap | Total | Pax | Disp | cap |
| 90 | 200 | 7 | 0.5 | 55 | 9323 | 175.2 | 7060 | 0.760 | 9294 | 172.8 | 7091 | 0.763 |
| 90 | 200 | 7 | 0.5 | 95.5 | 10142 | 36.9 | 9718 | 0.960 | 9299 | 37.8 | 8826 | 0.949 |
| 95 | 300 | 4 | 0.5 | 60 | 14767 | 71.4 | 13364 | 0.903 | 14834 | 74.7 | 13336 | 0.899 |
| 95 | 300 | 4 | 0.5 | 60 | 14767 | 71.4 | 13364 | 0.903 | 14834 | 74.7 | 13336 | 0.899 |
| 90 | 230 | 5 | 0.5 | 55 | 10840 | 127.2 | 8982 | 0.827 | 10744 | 73.3 | 9672 | 0.900 |
| 90 | 230 | 5 | 0.5 | 95.5 | 10329 | 37.7 | 9777 | 0.946 | 10685 | 36.5 | 10157 | 0.951 |
| 95 | 300 | 4 | 0.5 | 60 | 14767 | 71.4 | 13364 | 0.903 | 14834 | 74.7 | 13336 | 0.899 |
| 95 | 300 | 4 | 0.5 | 96 | 14784 | 43.6 | 13915 | 0.941 | 14941 | 54.8 | 13849 | 0.927 |
| 50 | 100 | 2.6 | 1 | 40 | 8593 | 156.7 | 7871 | 0.801 | 2592 | 29.8 | 2488 | 0.960 |
| 85 | 210 | 6 | 0.5 | 96 | 9333 | 28.1 | 8917 | 0.955 | 9220 | 35.1 | 8775 | 0.952 |
| 95 | 195 | 5 | 1 | 97 | 7328 | 91.0 | 6058 | 0.847 | 9801 | 95.6 | 8515 | 0.869 |

Firstly, the actual total number of passengers is plotted with the predicted associate result as it appeared in Figure 7.24 by taking values from Table 7.23. There is a high level of accuracy compared to other types of regressions as fuzzy logic performs a good estimation for the total number of passengers. The deficiencies can be found clearly after optimisation as the optimiser tries to generate an enormous number of iterations, used to calculate more accurately the value of the cost function. These force it to create points that were not covered in the sample prepared in the results chapter. To avoid that, optimisation might be carried out at various known intervals. The point $(2592,8593)$ is found to be the least correctly predicted, as can be seen in the plot diagram shown in Figure 7.24 that compares all predicted values with the actual readings found in the Arena report. Apart from that, all other estimations in the $x-y$ plot have more accurate predictions. The same plot is carried out for the passenger time as shown in Figure 7.27 where better accuracy is shown.


Figure 7.26 Obtained Total passengers predicted from FIS across the actual value


Figure 7.27 Obtained passenger time predicted from FIS across the actual value

The two following points $(29.8,156.7)$ and $(73.3,127.2)$ appear to be far from the optimal estimation of the actual passenger time as shown in Figure 7.27. Other than that, every other prediction is found to be highly well estimated. From another prospective, the points are more widely spread along the line as it is harder to increase the total passenger number. The next
graph shown in Figure 7.26. reveals another good comparison between actual and predicted values of the disposed number of passengers.


Figure 7.28 Obtained disposed passenger predicted from FIS across the actual value

The graph shows consistency and a high accuracy level of prediction as shown in Figure 7.28., apart from the point $(2488,7871)$ as it is located far from the ideal prediction line. There is some fluctuation among the other predictions, yet they are still relatively good estimations.


Figure 7.29 Obtained capacity predicted from FIS across the actual value

The last dependent variable is capacity, which varies in actual readings from 0 to 1 . In airport terminals this variable should be as high as possible to achieve high utilisation and high performance and that is demonstrated in Figure 7.29 as it varies from 0.75 to 1. The least efficient prediction $(0.960,0.801)$ is still a good prediction of the actual capacity.

### 7.7 Summary

Analysis shows a great deal of improvement in predictions using fuzzy logic instead of linear regression for all dependent variables. PSO and GA optimisations are carried out and compared to the actual results gathered from the Arena simulation report. The cost function is the key to identifying which variable is important and to what extent it can be improved using normalisation. The main issue is that sometimes the optimiser leads toward some points that are an undefined area of the regression model, due to some limitations as it generates too many entities that cannot be handled by Arena. All results are compared to the actual readings and plotted in $x-y$ charts which are revealed in this chapter for verification reasons.

## Chapter 8 Conclusions and Future Work

### 8.1 Conclusions

This chapter illustrates the key conclusions of this research and reveals the future work potentials. The whole thesis has described research work carried out to achieve the assigned aims and objectives through the conceptual framework summarised in this chapter. The gaps still remaining, and future work required, are pointed out as a continuation of the development of the research. Limitations are also focused on, to assist with overcoming obstacles in any further study.

This study focuses on the integration of optimisation problem solving of the passenger process flow in airport terminals. It is expected that the computing techniques used, which accomplish practical optimisation problem solving instead of theoretical hypotheses which have yet to be verified, will help with planning and decision making in airport terminal operations.

In the proposed thesis, the literature review of Airport Level of service, Terminal and Modelling, Data Envelopment Analysis or (DEA) Modelling, Airport Simulation Modelling, Discrete Event Simulation (DES) and Optimisation, Performance, Airport Planning, and Airport Mathematical Analysis were revealed and used to build the bases of the offered optimisation system.

The thesis revealed the description of the essentials needed to carry out the research. That started with carrying out data collection either by survey, simulation model or from data sheets. Then the gathered figures were analysed by regression and correlation, handled by SPSS. LM was an alternative if a high error level was found, or ANFIS could be utilised. Arena was used to generate stochastic 'what if' scenarios that facilitated studying different operation situations and strategies that relate to an airport terminal authority. In addition, Arena had an input analyser which was found to be helpful in recognising resources' time functions. That all together allowed data to be fed to optimisers (GA or PSO) to show the decision making tool upon the cost function generated.

A global index for LOS assessments at airport terminals was produced. The key role of this assessment is naming the most significant attributes by considering user experience. This
study was carried out in the Hajj terminal of the King Abdul-Aziz international airport, and classified processing time as being amongst the most important measures affecting the users' observations of the level of service. This motivated a DES (discreet event simulation) that focused on the processing time of each resource in the proposed simulation model. The gathered data related to time was also included. The outcomes of this study also point to the fact that some terminal attributes not examined in this study might have an input to the evaluation of LOS.

The simulation model building process started with using simulation steps in the designed route-station blocks and analysing gathered data from the airport terminal. An "Input analyser" is supportive software that has done the distribution expression recognising in that area. Considering that, the re-adjustment capability was considered to get the model prepared for the next required stage, applying sets or groups of trials (different 'what if' scenarios), as can be illustrated in the regression and fuzzy logic studies. Factors were captured at specific times to allow the production of a report to assist this research.

Results were gathered from executing the simulation model, initially with pax_t as a sample of influence on the output. Groups of diverse conditions and scenarios were conducted in Arena to get outputs that could be analysed for preparing a mathematical modelling of the system behaviour by varying the inputs of that simulation model. That can allow an optimisation study on the system which has been set as an aim of this research.

The analysis showed a great deal of improvement in prediction using fuzzy logic instead of linear regression for all dependent variables. PSO and GA optimisations were carried out and compared to the actual results gathered from the Arena simulation report. Cost function is the key to identifying which variable is important and to what extent it can be improved using normalisation. The main issue is that sometimes the optimiser leads toward some points that are in an undefined area of the regression model, due to some limitation as it generates too many entities that cannot be handled by Arena. All results are compared to the actual reading and plotted in $x-y$ charts which were revealed for verification reasons.

### 8.2 Achievements

The overall aim of the thesis is to introduce an optimisation system as a novel paradigm in the computing environment with a customer perception element that can help as a
performance indicator. The conceptual framework has the potential to bridge the gap between customers and the service provider.

The thesis also aims to offer a controllable simulation model that assesses an airport's performance. The thesis aims have been fulfilled through the following nine main contributions:

1. Review of literature and state of the art of measuring the terminal performance was conducted by looking at level of service assessment in the aviation field, and simulation methodologies which been used in prior studies.
2. Development of a survey questionnaire was done to allow LOS assessment of the airport terminal by using the global general index of passenger perception. Correlations were pointed out with regression in order to carry out a simulation model.
3. Data was collected from both ends: from passengers and from the airport operator via data sheets or from the conducted survey. These raw data have been selected and transformed into a form that can be analysed.
4. Data was analysed using the mathematical techniques of correlation, linear regression and LM algorithm, and the computer programming software of the Arena input analyser, MATLAB and SPSS.
5. A DES model was developed using Arena software which allows allocating of resources and generates time observations. This model was built to be used for generating trials which then allows the creation of a data driven model.
6. A data driven model was carried out by testing linear regression which showed a high level of error; then the LM algorithm showed a similar level of error; after that NF was used by ANFIS tools which have a high level of prediction accuracy.
7. A validation was made for each algorithm using the trials gathered from the Arena model execution. Graphical representation and analysis was carried out for every method and NF was elected to be a good data driven model.
8. Two optimisers were deployed; GA and PSO both showed a great deal of optimisation upon the cost function, though GA is preferred as it moves more randomly in the population.
9. The system was tested and showed a high level of accuracy, with room for improvement by trying different optimisation algorithms and generating more trials from the Arena model.
10. The system that can predict the airport capacity in order for its operational efficiency to be optimised is created by the integration of mentioned tools.

### 8.3 Limitations

Although this optimisation system model is holistic and capable of being applied to any airport, the implementation is prepared on one airport. There is an object maximum number limitation in the academic version of Arena which meant having some limitations on the trials' ranges to avoid any error during the model execution. Direct synchronisation between Excel and both the optimiser and the model or a direct link did not work properly as it could consume the PC memory and processor. Each trial took a long time respectively to get results which limited the number of trials that fed regression and NF. Optimisation still showed high time consumption in addition to the indefinite behaviour observed when it reached an unexplored point.

### 8.4 Future work

There are many additional ways of creating DES models and there are various diverse environments which could be studied as replications of this research, to allow for more alternatives and to allow greater performance optimisation to develop. Other data sheets from other airports and their passenger processes can be modelled and optimised using the proposed simulation model with some modification. The conceptual framework can be used in many fields other than aviation; transportation in general could easily benefit from the offered study. More links can be advised between survey output and simulation in any resource based processes. More optimisation techniques can be adopted and applied to the system. RFID might be a good integration to this system as it can develop the simulation model to be a real time simulation by a data acquisition system. There is still a gap of identify which is best for whom that means if a certain passenger journey is recorded, all associated performance measures along with their attributes should be attached in a structure as presented in MATLAB, or class as it is commonly used in C++ language. Future work can be beneficial to the optimisation system by feeding more data to and more output from the
model, considering more airports in the study, deliberating more factors and exploring and using more data driven models (see figure 8.1).


Figure 8.1 Gap and room of improvements
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## Appendix A - Questionnaire

Dear Participant,
This short survey designed to collect your constructive feedback about the airport terminal process flow or your journey from the gate of the plane to the end of the x -ray customs check. Based on recent journey in the terminal please answer the following questions:

1. Did you come from the plane through a bus or jet way directly to the terminal?

Bus Jet way
Please specify the waiting time for each of the following process:
2. Walking time between the terminal entrances to the immigration counter?

5 min or less
10 min or less
15 min or less
20 min or less
More
3. Waiting in vaccination?

15 min or less
30 min or less
60 min or less
120 min or less
More
4. Waiting in passport check?

15 min or less
30 min or less
60 min or less
120 min or less
More
5. Waiting in Baggage claim (collection of your baggage)?

15 min or less $\quad 30 \mathrm{~min}$ or less $\quad 60 \mathrm{~min}$ or less $\quad 120 \mathrm{~min}$ or less
More
6. Waiting in on X-ray?

15 min or less $\quad 30 \mathrm{~min}$ or less $\quad 60 \mathrm{~min}$ or less $\quad 120 \mathrm{~min}$ or less
More
7. Total waiting time on the airport before coming to plaza or waiting area? 15 min or less $\quad 30 \mathrm{~min}$ or less $\quad 60 \mathrm{~min}$ or less $\quad 120 \mathrm{~min}$ or less
More

How do you rate the following?
8. Processing time in the airport terminal?

Total time required for immigration processing, customs inspection, and luggage claiming.
1-unacceptable
2-poor
3-regular
4-good
5-excellent
9. Delay in the airport terminal?

Service times: check-in, baggage claim, waiting times, variability of wait, etc.
1-unacceptable 2-poor $\quad$ 3-regular 4 -good 5 -excellent
10. Comfort Cleanliness in the airport terminal?

That concerns lighting and congestion level of waiting areas/lounges, and ambience of the airport as a whole.

1-unacceptable 2-poor 3-regular 4-good 5-excellent
11. Courtesy of staff in the airport terminal?

Helpfulness, friendliness and courtesy of airport staff.
Availability of assistance for disabled.
1-unacceptable 2-poor 3-regular 4-good 5-excellent
12. Convenience in the airport terminal?

Availability/accessibility of trolleys, washrooms, shops, restaurants, money exchange, cash Machines, luggage carts, and rental facilities trolleys.

1-unacceptable 2-poor 3-regular 4-good 5-excellent

## 13. Information visibility?

Clearness and/or frequency of information display for flights, airport facilities and signposting. Flight information display system (FIDS).

1-unacceptable 2-poor 3-regular 4-good 5-excellent
14. Security?

Sense of security about airport safety measures and security facilities.
1-unacceptable 2-poor 3-regular 4-good 5-excellent
15. Service?

Service "justice" (first in, first out), spatial logic, signing or sightlines reasonableness. 1-unacceptable 2-poor 3-regular 4-good 5-excellent

Your gender is
Male Female
Your age is
Thank you very much for your time
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| \＃ | Flight \＃ | Counters \＃ | Total PAX | Actual Time For Queuing Until Counter |  | MTR | Actual <br> Processing Time At The Counter |  | MTR | Total staff | Remarks |
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| 2 | IR 2667 | 2 | 268 | 10：28 | 12：06 | $\begin{gathered} \text { Max } \\ 30 \mathrm{~min} . \\ \text { per } \\ \text { passenger } \\ \hline \end{gathered}$ | 10：29 | 12：20 | $\begin{gathered} \text { Max } \\ 118 \text { sec. } \\ \text { per } \\ \text { passenger } \end{gathered}$ | 7 | －－－－－－－－－－－ |
| Total Time |  |  |  | 01：38 Hrs． |  |  | 01：21 Hrs． |  |  |  |  |
| Average Time Per Passenger |  |  |  | 1 Min |  |  | 1 Min |  |  |  |  |
| Total Time For All Flight |  |  |  | 02：08 Hrs． |  |  |  |  |  |  |  |
| 3 | NP 151 | 2 | 95 | 10：50 | 11：10 | Max 30 min ． per passenger | 11：00 | 11：15 | Max <br> 118 sec. <br> per passenger | 7 | －－－－－－－－－－－ |
| Total Time |  |  |  | 20 Min ． |  |  | 15 Min. |  |  |  |  |
| Average Time Per Passenger |  |  |  | 12 Sec ． |  |  |  | Sec． |  |  |  |
| Total Time For All Flight |  |  |  | 25 Min ． |  |  |  |  |  |  |  |



|  | t | $\begin{aligned} & \hline \text { эəS } \\ & \text { 8II } \end{aligned}$ | U！W $\dagger$ |  | $\begin{gathered} \hline \text { әұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！TN 9E |  | әu！L［巴10」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | SI：II | EI：II |  | $t t:$ II | II：II | N | 7 | 690S VI | $\varepsilon$ |
| －－－－－－－－－－－ | t | $\begin{aligned} & \hline \boldsymbol{\jmath \partial S} \\ & \text { 8LI } \end{aligned}$ | U！${ }^{\text {d }}$ |  | $\begin{gathered} \hline \text { әұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！W SE |  | วu！L［セı0」 |  |  |  |
|  |  |  | SI：II | 0I：II |  | 60：II | Ss：0I | H | 7 | I99 SW | $\checkmark$ |
| －－－－－－－－－－－ | S | ${ }^{32} \mathrm{~S}$ | U！N 9 |  | $\begin{gathered} \hline \hline \text { əৃnu!u } \\ 0 \varepsilon \end{gathered}$ | U！W $\varepsilon \varepsilon$ |  | －U！L IPł0L |  |  |  |
|  |  | 8II | ss：0I | 7s：01 |  | 2s：01 | IE：0I | W | 7 | L997 XI | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E10L } \end{aligned}$ | ELLW |  | 1．IE1S | YLLW |  | 1．IE1S | X2S | \＃s．ıəunod | \＃148i！İ | \＃ |
| SyIEMJY |  |  |  | $\begin{aligned} & \hline \hline \text { OULIV } \\ & \text { səつ0.Id } \\ & \text { V } \end{aligned}$ |  |  <br>  |  |  |  |  |  |

LLOZ／s0／80 Kepuns



| －－－－－－－－－－－ | 9 | ＇SIH LI：I0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ${ }^{\text {•כว }}$ S LI |  |  | －כวS LI |  |  |  |  |  |
|  |  |  | －SIH 0I：I0 |  |  | －S．IH †I：I0 |  | วせ！L IPł0」 |  |  |  |
|  |  |  | 8E：91 | 87：SI |  | SE：9I | IZ：SI | L97 | 7 | L897 8I | $\varepsilon$ |
| －－－－－－－－－－－ | t | ${ }^{\circ} \mathrm{U}!\mathrm{W}$ LS |  |  |  |  |  | 7Чร゙！ |  |  |  |
|  |  |  | －כวS II |  |  | －כəS II |  |  |  |  |  |
|  |  |  | ${ }^{\bullet} \mathrm{U!W}$ ¢ ¢ |  |  | ${ }^{\text {－U！IN }}$ ZS |  | วせ！L IPł0」 |  |  |  |
|  |  |  | SE：LI | 0ع：9I |  | 08：LI | 88：9I | 082 | 7 | IZ82 1 S | $\checkmark$ |
|  | § | －S．1H 6z：I0 |  |  |  |  |  | 1Чธั！！ |  |  |  |
|  |  |  | วəS II |  |  | วəS ZI |  |  |  |  |  |
|  |  |  | －SaH 6I：I0 |  |  | －SıIH ¢て，I0 |  | วせ！L［セ70 L |  |  |  |
|  |  |  | 6I：02 | 00：6I |  | SI：0Z | 0S：8I | SEt | 7 | I9SL Yd | I |
|  |  |  | әрアduo | 1．IE1S | YLLW | әрəduo入 | 7．167S | $\begin{gathered} \text { XVd } \\ \text { [E10L } \end{gathered}$ | \＃s．rəunoy | \＃\Ч®®！İ | \＃ |
| SyIBUFY | $\begin{aligned} & \text { Jels } \\ & \text { [שךOL } \end{aligned}$ | YULW |  |  |  |  |  |  |  |  |  |



|  | 9 | $\begin{aligned} & \hline \text { ЭəS } \\ & \text { 8LI } \end{aligned}$ | U！ |  | $\begin{gathered} \text { әұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！TN 68 |  | әu！L［巴10」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 80：9I | E0：9I |  | 00：9I | IZ：SI | W | 7 | L89Z XI | $\varepsilon$ |
| －－－－－－－－－－－ | t | $\begin{aligned} & \hline \text { コəS } \\ & \text { 8LI } \end{aligned}$ | U！${ }^{\text {d }}$ |  | $\begin{gathered} \hline \hline \text { əŋnu!u } \\ 0 \varepsilon \end{gathered}$ | U！ 1 N 0Z |  | วu！L［B70 L |  |  |  |
|  |  |  | t0：LI | I0：LI |  | 8S：9I | 88：9I | H | 7 | IZ87 1 S | $\checkmark$ |
| $\cdots$ | S | $\begin{aligned} & \hline \boldsymbol{\jmath \partial S} \\ & \text { 8II } \end{aligned}$ | U！N 9 |  | $\begin{gathered} \text { 2ұnu!ui } \\ 0 \varepsilon \end{gathered}$ | U！ 1 6Z |  | əU！L IPł0L |  |  |  |
|  |  |  | 97：6I | 02：6I |  | 6I：6I | 0S：8I | W | 7 | I9SL Yd | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E10L } \end{aligned}$ | HSW | әәəduoつ | 1．IE1S | YUWN | әұә¢ ${ }^{\text {duo }}$ | 1．IE1S | X 3 S | \＃s．ıpunos | \＃148゙！IM | \＃ |
| SyIEUJY |  |  |  |  |  |  <br>  |  |  |  |  |  |





|  | $L$ | －U！W 9t |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ．əธ̊uวssed | －ววS \＆I |  |  | －3つS $\dagger$ I |  |  |  |  |  |
|  |  |  | －U！N It |  |  | －U！W で |  | วせ！L［セı0」 |  |  |  |
|  |  | $\mathrm{xe}^{\mathbf{N}}$ | 97：£Z | st：Zて |  | ZZ：£Z | 0t：で | 681 | 7 | 2S6t ML | $\varepsilon$ |
| －－－－－－－－－－－ | 8 | －U！N ES |  |  |  |  |  |  |  |  |  |
|  |  |  | －32S L |  |  | $\cdot{ }^{\text {－32 }}$ S $L$ |  |  |  |  |  |
|  |  |  | －U！W 9† |  |  |  |  | ขせ！L［セ10」 |  |  |  |
|  |  |  | 99：t0 | 0I： t 0 |  | ZS：t0 | ع0： 00 | EEt | $Z$ | L697 8I | $Z$ |
|  | 7 | ${ }^{\text {c U！IN } 6 \downarrow}$ |  |  |  |  |  |  |  |  |  |
|  |  |  | －כ3S 0I |  | $\begin{gathered} \hline \text { desurssed } \\ \text { uəd } \\ \text { u!u } 0 \varepsilon \\ \text { xby } \\ \hline \end{gathered}$ | －כวS II |  |  |  |  |  |
|  |  | $\cdot \text { •as 8II }$ | －U！N で |  |  | －U！W 9t |  | әШ！L［セ70 L |  |  |  |
|  |  | XeN | 87：tI | St：EI |  | sて：カI | 6E：EI | SsZ | 7 | ILI HS | I |
|  |  |  |  | 1．181S | YLLW |  | 1．187S | $\begin{gathered} \text { XVd } \\ \text { [巴70L } \end{gathered}$ | \＃s．apunos | \＃14ठె！İ |  |
| SYIEUJY | $\begin{aligned} & \text { Jels } \\ & \text { [שұoL } \end{aligned}$ | 8JLW | ．əұипоつ วш！L ви！ ［セn！ | YL 1 V <br> ә00．Id |  |  <br>  |  |  |  |  | \＃ |



| －－－－－－－－－－－ | $L$ | $\begin{aligned} & \hline \boldsymbol{\jmath \partial S} \\ & \text { 8II } \end{aligned}$ | U！LN \＆ |  | $\begin{gathered} \text { əұnu!uI } \\ 0 \varepsilon \end{gathered}$ | U！W $L$ L |  | әu！L［セı0」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | II：£Z | 80：$¢ 2$ |  | L0：$¢ 0$ | 0t：ZZ | H | 7 | 2S6t YL | $\varepsilon$ |
| －－－－－－－－－ | 8 | ${ }^{\text {3 }} \mathrm{S}$ | U！N Z |  | əұпu！u | U！W SZ |  | әu！L IEı0L |  |  |  |
|  |  | 8II | IE： $\boldsymbol{t 0}$ | 62：t0 | $0 \varepsilon$ | 87：t0 | E0： 0 | H | 7 | L697 8I | $Z$ |
|  | Z | $\begin{aligned} & \hline \text { РコS } \\ & \text { 8II } \end{aligned}$ | U！W \＆ |  | $\begin{gathered} \hline \text { әұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！LN 9I |  | әu！L IPı0L |  |  |  |
|  |  |  | 6S：EI | 9S：EI |  | ss：EI | 6£：$ع 1$ | W | 7 | ILI HN | I |
| SyIRU天 | $\begin{aligned} & \text { JelS } \\ & \text { [E10L } \end{aligned}$ | SLL | әрәduo入 | 1．161S | YLLW | әәगduoつ | 1．181S | X ${ }^{\text {PS }}$ | \＃s．ıpunos | \＃14อ\％！！ | \＃ |
|  |  |  |  |  |  |  <br>  |  |  |  |  |  |


LLoz／S0／0I Kepsan ${ }_{L}$



|  | ¢ | －U！W \＆ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 128̊usssed | ${ }^{\text {P3as }} 02$ |  |  | ${ }^{\text {}} 39 \mathrm{~S} 07$ |  |  |  |  |  |
|  |  |  | －U！W 6t |  |  | －U！W 8t |  | әШ！${ }^{\text {L }}$ |  |  |  |
|  |  | $\mathrm{xe}_{\mathbf{N}}$ | 0ع：80 | It：L0 |  | sz：80 | LE： 20 | ttI | $\tau$ | t02t 09 | $\varepsilon$ |
|  | $t$ | －${ }^{\text {SH }} \mathrm{H}$ 00：I0 |  |  |  |  |  |  |  |  |  |
|  |  | ．asuassed | ${ }^{2} \mathrm{~S}$ S 9 |  |  | ${ }^{\text {PaS }} 9$ |  |  |  |  |  |
|  |  | －jos 8il | －U！｜N 68 |  |  | ${ }^{\text {－U！W LS }}$ |  |  |  |  |  |
|  |  | ${ }^{\mathbf{x B}} \mathbf{N}$ | 0I： $\mathcal{E}$ I | I\＆：ZI |  | £0：£I | 01： 2 I | $07 \varepsilon$ | I | IIEZ MS | 7 |
|  | s | －U！W LS |  |  |  |  |  |  |  |  |  |
|  |  | ．128゙uassed | ${ }^{\text {a3，}}$ S |  |  | ${ }^{\text {a3 }}$ S 9 |  |  |  |  |  |
|  |  | －jas 8iI | －U！W tt |  |  | －U！ |  |  |  |  |  |
|  |  | $\mathrm{xe}_{\mathbf{N}}$ | It： $\boldsymbol{\varepsilon}$ I | LS：ZI |  | $9 \varepsilon: \varepsilon 1$ | tt：ZI | EEt | 7 | t60S SM | 1 |
|  |  |  |  | $\mathrm{plefl}_{1}$ | HLL |  | ${ }^{1.181 S}$ | $\begin{gathered} \text { XVd } \\ \mathbf{I P 1 0} \mathbf{l} \end{gathered}$ | \＃s．apuno | \＃14®ึ！｜ | \＃ |
| syibuiay |  | ELLW | ләұипор әчL 1 V <br>  ［епTV |  |  |  |  |  |  |  |  |



|  | ¢ | $\begin{aligned} & \hline \hline \text { РコS } \\ & \text { 8II } \end{aligned}$ | U！N S |  | $\begin{gathered} \hline \hline \text { əұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！1／ $7 \varepsilon$ |  | 2u！L［EfoL |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ［L：80 | 90：80 |  | S0：80 | $L \varepsilon: L 0$ | H | $\tau$ | t02t $\mathbf{~ O} 9$ | $\varepsilon$ |
| －－－－－－－－ | $t$ | $\begin{aligned} & \hline \boldsymbol{\jmath \supset} \mathbf{S} \\ & 8 \mathrm{II} \end{aligned}$ | U！N $\dagger$ |  | $\begin{gathered} \text { ałnu!ú } \\ 0 \varepsilon \end{gathered}$ | u！N IE |  |  |  |  |  |
|  |  |  | 8t：ZI | tt：ZI |  | It：ZI | 0I：ZI | N | I | IIEZ $\mathrm{\Lambda S}$ | $\checkmark$ |
|  | S | $\begin{aligned} & \hline \hline \text { Рコ } \\ & \text { 8II } \end{aligned}$ | U！N E |  | $\begin{gathered} \hline \hline \text { әұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！ |  |  |  |  |  |
|  |  |  | t0：$¢$ | 10： $\mathrm{E}^{\text {I }}$ |  | 6s：ZI | tt：ZI | N | $\tau$ | t60S SM | I |
|  | $\underset{\substack{\text { Jeld } \\ \text { IETOL }}}{ }$ | YLL | ข甲ำ | 1．181S | YLLN |  | 1．181S | x2s | \＃s．apuno |  | \＃ |
| syıruәt |  |  |  |  |  |  <br>  |  |  |  |  |  |

LL0z／s0／LI Керsәuрәм
（つ！ఛ！


че．！！N＇N



|  | S | $\begin{aligned} & \hline \text { コəS } \\ & \text { 8LI } \end{aligned}$ | U！W S |  | $\begin{gathered} \hline \text { əұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！W てZ |  | әu！L I¢70L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0ع：zZ | sz：ZZ |  | zて：zZ | 00：てZ | H | I | SELZ XI | $\varepsilon$ |
| －－－－－－－－－－－ | $L$ | $\begin{aligned} & \hline \hline \text { ЭəS } \\ & \text { 8IL } \end{aligned}$ | U！${ }^{\text {d }}$ |  | $\begin{gathered} \text { әұnu!u } \\ 0 \mathcal{E} \end{gathered}$ | U！LN 62 |  | әu！L IEł0L |  |  |  |
|  |  |  | 98：LI | Zع：LI |  | 0ع：LI | I0：LI | W | 7 | E0IS VI | $Z$ |
| －－－－－－－－－－ | S | $\begin{aligned} & \hline \text { ЭəS } \\ & \text { 8II } \end{aligned}$ | U！W E |  | $\begin{gathered} \text { әұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！ |  | ขせ！L IE10」 |  |  |  |
|  |  |  | IZ：E0 | 8I：E0 |  | SI：E0 | 00：¢0 | W | 7 | L887 1 S | 1 |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E10L } \end{aligned}$ | YSWN | әрәduo， | 1．187S | YUW | әұग¢ ${ }^{\text {a }}$ | 1．187S | X 3 S | \＃s．jəunoy | \＃14®i！l | \＃ |
| SyIEmJ |  |  |  | $\begin{aligned} & \hline \hline \text { ƏЧL IV } \\ & \text { səつ0.Id } \\ & \text { V } \end{aligned}$ |  |  <br>  |  |  |  |  |  |

LIOZ／S0／ZI Keps．ınЧL









पе．！！N＇N



| －－－－－－－－－－－ | $\mathcal{E}$ | $\begin{aligned} & \hline \text { ЭəS } \\ & \text { 8II } \end{aligned}$ | U！N Z |  | $\begin{gathered} \text { əұnu!u } \\ 0 \varepsilon \\ \hline \end{gathered}$ | U！W $\dagger \mathcal{E}$ |  | әu！L［巴70」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Z $\dagger$ ：0I | 0t：0I |  | ¢ $8: 01$ | 10：01 | H | $\varepsilon$ | E60S SM | $\varepsilon$ |
|  | Z | ${ }^{\text {32S }}$ | U！W $\dagger$ |  | әฉnu！u | U！ |  | әu！L［セı0」 |  |  |  |
|  |  | 8II | 0S：S0 | 9t：S0 | $0 \mathcal{E}$ | $t t: s 0$ | 02： 0 | W | $\mathcal{E}$ | 9987 \S | $Z$ |
|  | Z | $\begin{aligned} & \hline \text { ЭəS } \\ & \text { 8II } \end{aligned}$ | U！W E |  | $\begin{gathered} \text { əұnu!u } \\ 0 \varepsilon \\ \hline \end{gathered}$ | U！W $\dagger$ ¢ |  | ขu！L［セı0L |  |  |  |
|  |  |  | ZZ：t0 | 6I：t0 |  | 6I：t0 | St：E0 | W | $\varepsilon$ | 919Z $\Lambda$ S | I |
|  | $\begin{aligned} & \text { JE!S } \\ & \text { [E10L } \end{aligned}$ | YLW |  | 1．181S | YLLW |  | 1．181S | X ${ }^{\text {S }}$ | \＃s．apuno | \＃14®ో！｜， | \＃ |
| SyIEUTY |  |  |  |  |  | s．əұunoว I！ <br>  |  |  |  |  |  |

LIOZ／¢0／L0 Кер．ınıes



|  | Z | －SıH St：z0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | U！W I |  |  | U！W I |  |  |  |  |  |
|  |  |  | －S」H で・て0 |  |  | －SaH It： 20 |  | әせ！L［セı0」 |  |  |  |
|  |  |  | tt：9I | 20：ちI |  | 0t：9I | 6S：$£ 1$ | 98I | $\varepsilon$ | ZIE N＇H | $\varepsilon$ |
| －－－－－－－－－－ | Z | －SıH ZI：ヤ0 |  |  |  |  |  |  |  |  |  |
|  |  |  | －32S 69 |  |  | －＇3） 8 8 |  |  |  |  |  |
|  |  |  | －S．JH II：${ }^{\text {do }}$ |  |  | －S．JH S0：t0 |  | әせ！L IPl0L |  |  |  |
|  |  |  | Z $2: L I$ | IZ：EI |  | Sて：LI | 0Z：EI | 02t | $\varepsilon$ | tLOS VI | $\checkmark$ |
|  | $\varepsilon$ | －SıH IZ：z0 |  |  |  |  |  | 1Чธ̊！！ |  |  |  |
|  |  |  | U！ |  | ．jəถิuəssed <br> Jəd <br> －U！UI 0E <br> XEW | วəS £\＆ |  |  |  |  |  |
|  |  |  | －SıH 6I：Z0 |  |  | －SJH ZI：Z0 |  | әせ！L IEl0L |  |  |  |
|  |  |  | t0：$¢ 1$ | St：0I |  | ss：ZI | $\varepsilon \boldsymbol{E}$ ：0I | 0\＆t | $\varepsilon$ | E80S SM | I |
|  |  |  |  | 1．187S | YLLW | әрә¢U0， | 1．187S | $\underset{\text { [E10J }}{\text { XVd }}$ | \＃s．ızunot | \＃\Чढ̊！İ | \＃ |
| SYIEWə | $\begin{gathered} \text { Jе1S } \\ \text { [Е10工 } \end{gathered}$ | YLLW |  |  |  |  |  |  |  |  |  |



LIOZ／S0／80 Kepuns



|  | t | ＇S．1H 62：Z0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | －ว2S |  |  | －כวS 8I |  |  |  |  |  |
|  |  |  | －SuH 9z：Z0 |  |  | －SıH I0：Z0 |  | әய！L［巴ı0」 |  |  |  |
|  |  |  | II：+ I | St：II |  | It：\＆I | てt：II | 968 | $\mathcal{E}$ | Z80S VI | $\varepsilon$ |
|  | $\mathcal{E}$ | －SıH ¢s：z0 |  |  |  |  |  | 1Чธั！！ |  |  |  |
|  |  |  | －כวS tて |  |  | －วəS †て |  |  |  |  |  |
|  |  |  | －SıH 0S：Z0 |  |  | －SıH ZS：Z0 |  |  |  |  |  |
|  |  |  | s0：tI | tI：II |  | Z0：tI | 0I：II | 02t | $\mathcal{E}$ | ZちL Yd | $Z$ |
|  | $\mathcal{E}$ | －SıH ZS：I0 |  |  |  |  |  |  |  |  |  |
|  |  |  | ${ }^{\bullet} \mathrm{U}!\mathrm{W}$ S ${ }^{\text { }}$ I |  |  |  |  |  |  |  |  |
|  |  |  | －SIH St：I0 |  |  | －s．1H 0s：I0 |  | әせ！L［セı0」 |  |  |  |
|  |  |  | 00：もI | tI：ZI |  | 8S：EI | 80：ZI | 08 | $\mathcal{E}$ | E60 YL | I |
|  |  |  |  | 1．181S | YLLW | әрә［du0， | 1．187S | $\begin{gathered} \text { XVd } \\ \text { [E10L } \end{gathered}$ | \＃s．rəunos | \＃14రె！İ | \＃ |
| SYIEUJY |  | YULW | ．ıəипод әЧL 1 V <br>  ［empV |  |  |  |  |  |  |  |  |



|  | t | $\begin{aligned} & \hline \hline \text { ЭəS } \\ & \text { 8IL } \end{aligned}$ | U！N |  | $\begin{gathered} \hline \hline \text { әұnu!uI } \\ 0 \varepsilon \\ \hline \end{gathered}$ | U！${ }^{\text {d }} 0 \varepsilon$ |  | әய！LL［P70」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 9S：EI | 8t：EI |  | $6 \pm: \varepsilon I$ | 9£： $\mathcal{E}$ I | H | $\varepsilon$ | Z80S VI | $\varepsilon$ |
|  | $\mathcal{E}$ | ${ }^{\text {3）S }}$ | U！N Z |  | əұпu！u | U！W 60 |  | әu！L［E10．L |  |  |  |
|  |  | 8II | 6t：EI | $\varepsilon \pm: \varepsilon I$ | $0 \mathcal{E}$ | $\mathbf{I t} \boldsymbol{\varepsilon} \boldsymbol{E}$ | SE：EI | H | $\varepsilon$ | てもL Yd | $Z$ |
|  | $\mathcal{E}$ | $\begin{aligned} & \hline \hline \text { ЭəS } \\ & \text { 8IL } \end{aligned}$ | U！W I |  | $\begin{gathered} \text { əұnu!uI } \\ 0 \varepsilon \end{gathered}$ | U！W ZI |  | ขu！L［セı0．L |  |  |  |
|  |  |  | 0S：EI | $t \downarrow: E I$ |  | 2S：EI | tE： $\mathcal{E}$ | W | $\mathcal{E}$ | E60 ML | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E10L } \end{aligned}$ | YLLW |  | 1．181S | YLLW |  | 1．IE1S | X ${ }^{\text {S }}$ | \＃s．j2］${ }^{\text {anoy }}$ | \＃14ธో！｜ | \＃ |
| SyIEMJY |  |  |  | $\begin{aligned} & \hline \hline \text { РЧL IV } \\ & \text { Səว0.Id } \\ & \text { V } \end{aligned}$ |  |  <br>  |  |  |  |  |  |
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|  | $\mathcal{E}$ | －s．1H 0S：Z0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | －כวS 0Z |  |  | －3コS 0Z |  |  |  |  |  |
|  |  |  | ${ }^{\text {S S．IH }} 0$ | ：I0 |  | －SIH 9t＇I0 |  | әu！L［1¢70」 |  |  |  |
|  |  |  | 00：6I | 0E：LI |  | 9S：8I | 0I：LI | 962 | $\varepsilon$ | 9887 \S | $\varepsilon$ |
|  | $\mathcal{E}$ | ${ }^{\text {SalH }}$ 8I：Z0 |  |  |  |  |  |  |  |  |  |
|  |  | $\begin{gathered} \hline \text { dosuassed } \\ \text { Jəd } \\ \text { •วas 8LI } \\ \text { xeW } \end{gathered}$ | －כว s †乙 |  |  | －ววS 9Z |  |  |  |  |  |
|  |  |  | －SıH 90：Z0 |  |  | －S．1H SI：Z0 |  | әせ！L［R70．L |  |  |  |
|  |  |  | 87：Z0 | 7Z：00 |  | ¢て：Z0 | 0I：00 | L0E | $\varepsilon$ | t99 SW | $\checkmark$ |
|  | Z | ${ }^{\text {SJIH }}$ \＆I： $\mathcal{L} 0$ |  |  |  |  |  | 1Ч®ె！ |  |  |  |
|  |  |  | －U！W |  |  | ${ }^{\bullet}$ U！IN |  |  |  |  |  |
|  |  |  | －SıH E0：${ }^{\text {co }}$ |  |  | －SJH IL：E0 |  | әu！L［セ70．L |  |  |  |
|  |  |  | 6I：Z0 | 9I：£Z |  | LI：Z0 | 90：$¢ 2$ | S8 | $\varepsilon$ | 560 YL | I |
|  |  |  | әрすdu0， | 1．101S | YLLW | әр戸du0つ | 1．161S | $\underset{\text { [E70 }}{\text { XVd }}$ | \＃s．ıpunos | \＃148！！！ | \＃ |
| SYIEUəy | $\begin{aligned} & \text { ЏE1S } \\ & \text { [E70L } \end{aligned}$ | YLW |  |  |  |  |  |  |  |  |  |



| －－－－－－－－－－－ | $\mathcal{E}$ | $\begin{aligned} & \hline \text { ЭəS } \\ & \text { 8II } \end{aligned}$ | U！N Z |  | $\begin{gathered} \text { əұnu!u } \\ 0 \varepsilon \\ \hline \end{gathered}$ | U！ |  | วu！LL［B］0」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | tt：LI | で：LI |  | 0t：LI | 0I：LI | H | $\mathcal{E}$ | 988Z 1 S | $\varepsilon$ |
|  | $\mathcal{E}$ | ${ }^{3} \mathrm{~S}$ | U！W S |  | əฺпu！u | U！W EZ |  | ขU！L［セı0 L |  |  |  |
|  |  | 8II | 0t：00 | ¢ $\varepsilon: 00$ | $0 \mathcal{L}$ | $\varepsilon \varepsilon: 00$ | 0I：00 | W | $\mathcal{E}$ | t99 SW | $Z$ |
|  | 7 | $\begin{aligned} & \hline \text { ЭəS } \\ & \text { 8II } \end{aligned}$ | U！W E |  | $\begin{gathered} \text { əұnu!uI } \\ 0 \varepsilon \end{gathered}$ | U！W 0I |  | әu！L［セı0」 |  |  |  |
|  |  |  | 0Z：£Z | LI：\＆Z |  | 9I：£Z | 90：$¢ 7$ | W | $\mathcal{E}$ | S60 ML | I |
|  | JJPIS <br> ［B］OL | HLW | әәəduo入 | 1．181S | YLLW | әәəduoつ | 1．181S | X2S | \＃s．rəunos | \＃148゙！！ | \＃ |
| SYIEUTY |  |  |  | $\begin{aligned} & \overline{\text { ЗЧLIV }} \\ & \text { səวo.Id } \\ & \text { V } \end{aligned}$ |  |  10， |  |  |  |  |  |
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|  | $\mathcal{E}$ | $\begin{aligned} & \text { эəS } \\ & \text { 8II } \end{aligned}$ | U！${ }^{\text {d }} 4$ |  | $\begin{gathered} \text { əұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！W 0I |  | әய！L［セı0L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | LE：EZ | 0ع：£Z |  | 82：EZ | 8I：EZ | H | $\mathcal{E}$ | t99 SW | $\varepsilon$ |
| －－－－－－－－－－－ | $\tau$ | $\begin{aligned} & \hline \hline \text { ЭəS } \\ & \text { 8IL } \end{aligned}$ | U！N S |  | $\begin{gathered} \hline \hline \text { әұnu!u } \\ 0 \mathcal{E} \end{gathered}$ | U！W II |  | әu！L［セı0」 |  |  |  |
|  |  |  | 88：ZZ | \＆\＆：ZZ |  | Z\＆：ZZ | IZ：ZZ | W | $\mathcal{E}$ | 086 IV | $\checkmark$ |
| －－－－－－－－－－－ | Z | ${ }^{\text {3）S }}$ | U！N Z |  | $\begin{gathered} \hline \hline \text { əұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！N 0Z |  | әu！L［巴70」 |  |  |  |
| － |  | 8II | SE：6I | Eع：6I |  | 08：6I | 0I：6I | W | $\mathcal{E}$ | ZL8Z 1 S | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E10L } \end{aligned}$ | YSLW |  | 1．161S | YLLW |  | 1．161S | X ${ }^{\text {S }}$ | \＃s．ıəunod | \＃14®ึ！І | \＃ |
| SyIEUTY |  |  |  | $\begin{aligned} & \hline \hline \text { OUL IV } \\ & \text { səว0.Id } \\ & \text { V } \end{aligned}$ |  |  <br>  |  |  |  |  |  |

че．I！N＇N


|  | Z | －S．1H LZ：I0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | －วəS ZZ |  | $\begin{array}{\|c} \hline \text {.asuassed } \\ \text { Jəd } \\ \text { u!u } 0 \varepsilon \\ \text { xew } \\ \hline \end{array}$ | － 3 OS ZZ |  |  |  |  |  |
|  |  |  | －SıH | I0 |  | －S．aH 0z：I0 |  | әせ！L［1870．L |  |  |  |
|  |  |  | Lt：I0 | St：00 |  | 0t：I0 | 0Z：00 | 0IZ | t | 066 IV | $\varepsilon$ |
| －－－－－－－－－－ | $\mathcal{E}$ | －SıH ¢0：Z0 |  |  |  |  |  | 1Ч®\％！ |  |  |  |
|  |  |  | －วəS tて |  |  | －フəS 9Z |  |  |  |  |  |
|  |  |  | －S．1H ZS．I0 |  |  | －S．ıH I0：Z0 |  | әய！L［巴ı0」 |  |  |  |
|  |  |  | 00：6I | 80：LI |  | 9S：8I | ss：9I | SLZ | $\varepsilon$ | E698 УН | Z |
|  | Z | －S．IH †I：I0 |  |  |  |  |  |  |  |  |  |
|  |  |  | vəS $\dagger$ \％ |  |  | つəS †て |  |  |  |  |  |
|  |  |  | －S．1H †0：I0 |  |  | －S．1H 80：I0 |  | әせ！L［セ70L |  |  |  |
|  |  |  | tI：0I | 0I：60 |  | 80：0I | 00：60 | S9I | t | 90IZ d6 | I |
|  |  |  | әрәdu\％ | 1．181S | SLW | әрәduo， | 7．187S | $\underset{\text { [E¥0L }}{\text { XVd }}$ | \＃s．apunos | \＃148i！İ | \＃ |
| SYIEUJY | $\begin{gathered} \text { JUETS } \\ \text { [E10L } \end{gathered}$ | HLW |  |  |  |  |  |  |  |  |  |



| －－－－－－－－－－－ | $\tau$ | $\begin{aligned} & \hline \text { ЭəS } \\ & \text { 8II } \end{aligned}$ | U！W $L$ |  | $\begin{gathered} \hline \text { əұnu!u } \\ 0 \varepsilon \end{gathered}$ | U！ |  | әU！L IP10L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 6S： 0 | ZS：00 |  | 0S：00 | 02：00 | H | t | 066 IV | $\varepsilon$ |
| －－－－－－－－－ | $\mathcal{E}$ | ${ }^{\text {3 }}$ S | U！W 9 |  | əұпu！u | U！ |  | әu！L［巴ı0 L |  |  |  |
|  |  | 8II | IE：LI | Sて：LI | $0 \mathcal{L}$ | 77：LI | ¢s：9I | W | $\mathcal{E}$ | E698 МУ | $Z$ |
|  | 7 | ${ }^{\text {3）S }}$ | U！W $\dagger$ |  | əұnu！u | U！ |  | әu！L［セı0」 |  |  |  |
|  |  | 8II | EZ：60 | 6I：60 | $0 \varepsilon$ | 81：60 | 00：60 | W | t | 90IZ d6 | I |
|  | $\begin{aligned} & \text { JE!S } \\ & \text { [E10L } \end{aligned}$ | YSLW |  | 1．181S | YLLW |  | 1．181S | X2S | \＃s．r．juno， | \＃14®！！ | \＃ |
| SYIEUTY |  |  |  |  |  |  <br>  |  |  |  |  |  |
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##   <br> 









lloz 'Ken


че．I！N＇N

|  | S | －S．1H \＆z：Z0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | U！N |  |  | U！W I |  |  |  |  |  |
|  |  |  | －S．1H 8I：Z0 |  |  | －SıH 9I：Z0 |  | วせ！L［セı0L |  |  |  |
|  |  |  | 81：60 | 20：L0 |  | SI：60 | LS：90 |  | $t^{-}$T | 2S97 8I | $\varepsilon$ |
|  | t | －SaH 0ع：Z0 |  |  |  |  |  |  |  |  |  |
|  |  |  | U！W I |  | $\begin{gathered} \hline \text { •əosuassed } \\ \text {.ad } \\ \text { •u!u } 0 z \\ \text { xe } \end{gathered}$ | U！W I |  |  |  |  |  |
|  |  |  | －SIH SI：Z0 |  |  | －SıIH †て：Z0 |  | әせ！L［セı0」 |  |  |  |
|  |  |  | ss：80 | 0t：90 |  | 6t：80 | S£：90 | t92 | S－T | E6St YL | Z |
|  | t | －S．1H 90：$\dagger 0$ |  |  |  |  |  |  |  |  |  |
|  |  | $\begin{gathered} \hline \text { də8uzssed } \\ \text {.ad } \\ \text { u!u s0 } \\ \text { xe_N } \end{gathered}$ | U！！N 0ع＊ |  |  | U！LN 0ع＊ |  |  |  |  |  |
|  |  |  | －SIH 9t：$¢ 0$ |  |  |  |  | әu！L［巴10」 |  |  |  |
|  |  |  | 9I：E0 | 0ع： $\mathcal{E}$ |  | 80：E0 | IZ：\＆Z | E8I | I－${ }^{\text {I }}$ | E0t $\Lambda \mathbf{S}$ | I |
|  |  |  |  | 1．181S | YLLW |  | 1．187S | $\begin{gathered} \text { XVd } \\ {[\mathbf{B 7 0} \mathbf{L}} \end{gathered}$ | $\boldsymbol{H} \mathrm{G}$ | \＃14®ె！！ | \＃ |
| SYIBUəY |  | YLLW |  |  |  | ェəృunos ！！uи su！̣nənb <br>  |  |  |  |  |  |



|  | S | $\begin{gathered} \hline \text { əұnu!u } \\ \text { §0 } \end{gathered}$ | U！N 60 |  | $\begin{gathered} \text { əұnu!u } \\ 0 Z \end{gathered}$ | U！LN 9Z |  | әu！L［セı0」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | SE：L0 | 9Z：L0 |  | EZ：L0 | LS：S0 | H | $t^{-}$T | 2S97 XI | $\varepsilon$ |
|  | t | $\begin{gathered} \hline \text { əұnu!u } \\ \text { §0 } \end{gathered}$ | U！W S0 |  | $\begin{gathered} \text { әұnu!u } \\ 0 Z \end{gathered}$ | U！ |  | әu！L［セı0L |  |  |  |
|  |  |  | L0：L0 | 20：L0 |  | 8S：90 | S¢：90 | H | $s-T$ | E6St ML | Z |
|  | t | $\begin{gathered} \hline \hline \text { əұnu!u } \\ \text { §0 } \end{gathered}$ | U！W 80 |  | $\begin{gathered} \hline \hline \text { əұnu!u } \\ 0 \tau \\ \hline \hline \end{gathered}$ | U！W LI |  | әu！L［セı0L |  |  |  |
|  |  |  | LS：EZ | 6t：EZ |  | 8t：cz | IZ：モZ | W | I－T | E0t $\mathbf{S S}$ | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E10L } \end{aligned}$ | HLW |  | 1．IE1S | YJW |  | 1．187S | X 3 S | $\boldsymbol{H} \mathrm{O}$ | \＃14®̊！l． | \＃ |
| SyIEUDY |  |  |  | $\begin{aligned} & \hline \hline \text { ƏЧL IV } \\ & \text { Səכo.Id } \\ & \text { V } \end{aligned}$ |  |  <br>  |  |  |  |  |  |
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| －－－－－－－－－－－ | $t$ | $\begin{gathered} \hline \hline \text { әұnu!u } \\ \mathbf{S 0} \end{gathered}$ | U！W S0 |  | $\begin{gathered} \hline \text { əұnu!uI } \\ 0 Z \end{gathered}$ | U！W ¢9 |  | әU！L IP10L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | s0：ZI | 00：ZI |  | 00：ZI | SS：0I | H | 7－7 | E80S SM | $\varepsilon$ |
|  | $\mathcal{E}$ | əənu！u | U！W Z0 |  | ə̨nu！u | U！W $\dagger$ I |  | әu！L IPı0L |  |  |  |
|  |  | S0 | 87：II | 97：II | $0 Z$ | sZ：II | II：II | W | 7－T | E60 ML | $乙$ |
|  | S | $\begin{gathered} \hline \hline \text { əұnu!u } \\ \text { s0 } \end{gathered}$ | U！ |  | $\begin{gathered} \text { əұnu!u } \\ 0 Z \\ \hline \end{gathered}$ | U！W 87 |  | әய！L［セı0」 |  |  |  |
|  |  |  | 0I：0I | 60：01 |  | 60：01 | It：60 | H | 7－7 | II9t ML | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E10L } \end{aligned}$ | YLLW | әрว¢ | 1．181S | YLLW |  | 1．181S | X ${ }^{\text {S }}$ | НРЯ | \＃14ธ̊！！ | \＃ |
| SyIEMJY |  |  | ```S.əрunoD วЧLLIV วแ!L 8U!SSəつO.Id [En\PV``` |  |  |  <br>  |  |  |  |  |  |



|  | t | －SıH 9I：Z0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Iə8） | －כวS ¢ 8 8 |  |  | － 3 วS S゚LI |  |  |  |  |  |
|  |  |  | tI：Z0 |  |  | －SıH t0：z0 |  | วШ！L［巴10L |  |  |  |
|  |  | xBL | ES：LI | 6£： $\mathrm{SI}^{\text {I }}$ |  | It：LI | LE：SI | 0\＆t | 9－T | Z\＆L Yd | $\varepsilon$ |
|  | Z | ${ }^{\text {SalH }} 0$ 0： $\mathcal{E} 0$ |  |  |  |  |  |  |  |  |  |
|  |  |  | －כวS 6I |  |  | － 3 OS 0Z |  |  |  |  |  |
|  |  |  | －SaH 0I：Z0 |  |  | －SIH 0Z：${ }^{\text {co }}$ |  | әせ！L Iセı0」 |  |  |  |
|  |  |  | 0t：LI | 0S：$\dagger$ I |  | 0ع：LI | 0I：$\dagger$ I | tIZ | 9－7 | 29SL Yd | $Z$ |
|  | $\mathcal{E}$ | ${ }^{\text {SJIH }}$ †S：I0 |  |  |  |  |  |  |  |  |  |
|  |  | －əosuassed | ${ }^{\circ} \mathrm{UITN}$ I |  |  | －U！W I |  |  |  |  |  |
|  |  | －и！u so | $t t \cdot$［0 |  |  | －SIH Stil0 |  | วせ！L［B70 L |  |  |  |
|  |  | xen | 6S：SI | SI：tI |  | 0S：SI | S0：$\dagger$ I | E0I | 9－7 | 206 ¢ | I |
|  | $\begin{aligned} & \text { JセךS } \\ & {[\mathrm{P} \ddagger \mathbf{L}} \end{aligned}$ | YLLW | әрәdu0入 | 1．181S | YLLW | әрว¢и\％ | 1．187S | $\begin{aligned} & \text { XVd } \\ & \text { [B70L } \end{aligned}$ | $\boldsymbol{H} \mathrm{g}$ | \＃14ठె！І－ | \＃ |
| SYIRUJX |  |  | ләұипот әч 1 LB วш！ร̊u！ssəวo．Id ［セņVV |  |  | лəұunoد I！̣un su！̣nənb <br>  |  |  |  |  |  |



|  | $t$ | $\begin{gathered} \text { əұnu!u } \\ \text { §0 } \end{gathered}$ | U！N 80 |  | $\begin{gathered} \text { əұnu!u } \\ 0 Z \end{gathered}$ | U！W 0t |  | әu！L［セı0」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | IE：6I | てZ：6I |  | 02：6I | 0t：8I | N | 9－7 | ZEL Yd | $\varepsilon$ |
|  | $\tau$ | $\begin{array}{\|c\|} \hline \text { əұnu!u } \\ \text { s0 } \\ \hline \end{array}$ | U！ |  | əฺпu！u | U！ |  | әu！L［巴ı0」 |  |  |  |
|  |  |  | II：LI | I0：LI | $0 Z$ | 00：LI | LE： $\mathrm{I}_{\text {I }}$ | W | 9－7 | 29SL Md | $乙$ |
|  | $\mathcal{E}$ | $\begin{array}{\|c} \hline \text { əұnu!u } \\ \text { s0 } \end{array}$ | U！LN 6 |  | əヤnu！u | U！ N tS |  | әu！L［巴ı0」 |  |  |  |
|  |  |  | 60：SI | 00：§I | $0 Z$ | 6S：tI | S0：カI | H | 9－7 | 206 ¢ | I |
|  | JJPIS <br> ［B］OL | HLLW |  | 1．187S | YLLW |  | 1．187S | X2S | $\boldsymbol{H} \boldsymbol{\square}$ | \＃1488！I¢ | \＃ |
| SyIEUFY |  |  |  | $\begin{aligned} & \hline \hline \text { ƏЧL IV } \\ & \text { Səวo.Id } \\ & \text { V } \\ & \hline \end{aligned}$ |  | s．əұunoว I！ <br>  |  |  |  |  |  |

LIOZ／S0／60 К飞риоW



|  | § | －SıH LZ：I0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{array}{\|c} \hline \text {.asuassed } \\ \text { ıəd } \\ \text { •u!u so } \\ \text { xeIN } \\ \hline \end{array}$ | －כวS 8I |  |  | －3aS 8I |  |  |  |  |  |
|  |  |  | ${ }^{\text {SalH }} 0$ | ：I0 |  | －SıH Zて， 0 |  | әШ！L［セı0」 |  |  |  |
|  |  |  | s\＆：ZZ | SI：IZ |  | 0ع：ZZ | 80：IZ | 082 | S－T | 9089 ПL | $\varepsilon$ |
|  | S | －SıH \＆£：て0 |  |  |  |  |  |  |  |  |  |
|  |  |  | －כวs 72 |  | $\begin{gathered} \hline \text { desuassed } \\ \text {.ad } \\ \text { 'u!u } 0 Z \\ \text { xBW } \end{gathered}$ | －ววS ZZ |  |  |  |  |  |
|  |  |  | －SıH £ع：て0 |  |  | －SıH 0ع：Z0 |  | วせ！L［セı0」 |  |  |  |
|  |  |  | 8S：EI | SE：II |  | ss：EI | SZ：II | 0It | $\mathcal{E}-\mathrm{T}$ | 060S VI | $Z$ |
|  | t | ＇SıH 0I：Z0 |  |  |  |  |  |  |  |  |  |
|  |  |  <br> Joğuassed <br> ıəd <br> u！u so <br> xey | ${ }^{\text {－} 3 \text { S }} 8 \mathrm{8I}$ |  |  | － 3 OS 8I |  |  |  |  |  |
|  |  |  | －SıH 00：Z0 |  |  | －SIH L0：Z0 |  | วU！L［B70」 |  |  |  |
|  |  |  | 0t：z0 | 0t：00 |  | LE：Z0 | 0ع：00 | 07t | $\boldsymbol{t}^{-}$T | 8697 dI | I |
|  |  |  | әрәdu0入 | 1．181S | YLLW | วขวdu\％ | 1．187S | $\begin{gathered} \text { XVd } \\ \text { [E10L } \end{gathered}$ | $\boldsymbol{7} \boldsymbol{\square}$ | \＃14ธ̊！！ | \＃ |
| SYIRUPY | $\begin{gathered} \text { Jels } \\ \text { [e10L } \end{gathered}$ | Y．LW | ләұипол әч $\downarrow \mathrm{L}$ วш！ภiu！ssəวo．Id ［EnłフV |  |  | Jəұипоэ โ！ <br>  |  |  |  |  |  |



|  | S | $\begin{gathered} \text { ąnu!u } \\ \mathbf{S 0} \end{gathered}$ | U！N $L$ |  | $\begin{gathered} \text { әұnu!u } \\ 0 \Sigma \end{gathered}$ | U！W EZ |  | әu！L［セı0」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Z $\mathcal{F}$ ：IZ | Sて：IZ |  | IE：IZ | 80：IZ | H | S－T | 9089 ПL | $\varepsilon$ |
| －－－－－－－－－－－ | S | $\begin{gathered} \hline \hline \text { əұnu!u } \\ \text { §0 } \end{gathered}$ | U！W 9 |  | $\begin{gathered} \text { əұnu!u } \\ 0 z \end{gathered}$ | U！W $L$ E |  | әu！L［セ70」 |  |  |  |
|  |  |  | 60：ZI | t0：ZI |  | 20：ZI | ¢\％：II | W | $\varepsilon^{-} \mathbf{T}$ | 060S VI | $乙$ |
| －－－－－－－－－－－ | $t$ | $\begin{gathered} \hline \hline \text { əұnu!u } \\ \text { s0 } \end{gathered}$ | U！W 6 |  | $\begin{gathered} \hline \text { әұпu!u } \\ 0 Z \\ \hline \end{gathered}$ | U！IN LZ |  | әu！L［セı0L |  |  |  |
|  |  |  | L0：10 | 8S：00 |  | LS：00 | 0ع：00 | W | $t^{-}$T | 8697 8I | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E10L } \end{aligned}$ | YLLW |  | 1．187S | SLW |  | 1．187S | X 2 S | $\boldsymbol{H} \mathrm{Fg}$ | \＃1488！！ | \＃ |
| SYIEMJY |  |  |  | $\begin{aligned} & \hline \hline \text { РЧL IV } \\ & \text { Səว0.Id } \\ & \text { V } \end{aligned}$ |  | s．əұunoว I！ <br>  |  |  |  |  |  |



|  | $\mathcal{E}$ | －S．1H 00：Z0 |  |  |  |  |  | 1Ч®®！！ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | －כ3S 9t |  | •asuassedıad－u！u $0 z$xen | － 3 2S 9t |  |  |  |  |  |
|  |  |  | －SıIH 90：Z0 |  |  | －S．1H 89：I0 |  | วせ！L［巴70山 |  |  |  |
|  |  |  | ZI：L0 | 90： 00 |  | 0I：L0 | ZS：S0 | ISI | $\varepsilon^{-\top}$ | s0zt O9 | $\varepsilon$ |
|  | § | －SıH 6\＆：z0 |  |  |  |  |  | 1Ч＇І！ |  |  |  |
|  |  |  | －วəS s9て |  |  | ${ }^{\text {•OวS } 87}$ |  |  |  |  |  |
|  |  |  | －SıH で：Z0 |  |  | －S．1H L0：Z0 |  | วせ！L［セ70」 |  |  |  |
|  |  |  | 6I：90 | It：t0 |  | L0：90 | 0ع：$¢ 0$ | tLZ | 7－T | 0887 ＾S | $Z$ |
|  | t | －SıH IE：z0 |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | ${ }^{\text {•כว }}$ ¢ \＆ |  |  |  |  |  |
|  |  |  | －SıH L0：て0 |  |  | －SıH ¢I：Z0 |  | วせ！L IP10L |  |  |  |
|  |  |  | IE：SI | tt： $\boldsymbol{E I}$ |  | sZ：SI | 0t： $\mathcal{E I}$ | tヵて | 9－7 | 0ZLZ XI | 1 |
|  |  |  |  | 1．181S | YLLW |  | 1．IB7S | $\begin{array}{r\|\|} \text { XVd } \\ \text { [巴70 } \end{array}$ | $\boldsymbol{Н} \mathrm{O}$ | \＃14อ\％！！ | \＃ |
| SyIEMJ |  | YLLW |  |  |  | ．əұunos ！！̣un şu！̣nənb <br>  |  |  |  |  |  |



|  | $\mathcal{E}$ | $\begin{gathered} \hline \hline \text { Pınu!u } \\ \text { §0 } \end{gathered}$ | U！L 9 |  | $\begin{gathered} \hline \hline \text { әұnu!u } \\ 0 Z \end{gathered}$ | U！ |  | 2U！L［B70 L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | IE：90 | L0：90 |  | S0：90 | ZS：S0 | H | $\varepsilon-7$ | s07t O9 | $\varepsilon$ |
|  | § | $\begin{gathered} \hline \hline \text { Pınu!ú } \\ \text { §0 } \end{gathered}$ | U！${ }^{\text {d }}$ |  | əฉnu！u | U！ |  | วせ！LIE10」 |  |  |  |
|  |  |  | IS： $\boldsymbol{I}$ | $L t: t 0$ | $0 Z$ | $t t \cdot t 0$ | 0ع：¢0 | W | て－T | 0887 MS | $乙$ |
|  | t | $\begin{gathered} \text { aŋnu!u } \\ \text { so } \end{gathered}$ | U！W 8 |  | əฉnu！u | U！IN 87 |  | 2U！L［B70 L |  |  |  |
|  |  |  | Lt：$\dagger$ I | 60：$\dagger$ I | 0 Z | 80：tI | 0t：EI | W | 9－T | 0ZLZ XI | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E70L } \end{aligned}$ | YLLW |  | 1．181S | YLLW |  | 1．187S | X ${ }^{\text {PS }}$ | НРЯ | \＃148\％！！ | \＃ |
| Sy．IEUFY |  |  |  | $\begin{aligned} & \hline \hline \text { OULIV } \\ & \text { səว0.Id } \\ & \text { V } \end{aligned}$ |  |  <br>  |  |  |  |  |  |

LIOZ／¢0／LI К飞рsәuрәМ




|  | t |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | ${ }^{\text {PaS S }} 8 \mathrm{I}$ |  |  |  |  |  |
|  |  |  |  |  | ${ }^{\text {S．}}$ ， H 0I：Z0 |  |  |  |  |
|  |  |  | 8t：$¢$ | 8£：II |  | S¢：EI | Sz：II | IEt | 9－T |  | $\varepsilon$ |
|  | t | －s．1H てtizo |  |  |  |  |  |  |  |  |  |
|  |  |  | －U！W S゙て |  |  |  | －U！W S゙て |  |  |  |  |  |
|  |  |  | ${ }^{\text {S．}} \mathrm{H} \mathrm{H}$ |  | ${ }^{\text {S．}} \mathrm{H}$ L LE：Z0 |  |  |  |  |  |
|  |  |  | てt：ZI | 0I：0I | L£：ZI |  | 00：01 | 89 | z－T | 899 SN | $\tau$ |
|  | ¢ | －S．H 8I：I0 |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | ${ }^{\circ} \mathrm{J}$ S $\mathrm{s}^{1}$ |  |  |  |  |  |
|  |  |  | ${ }^{\text {S．}} \mathrm{H} \mathrm{E}$ |  |  | ＇S．1H tI：I0 |  |  |  |  |  |
|  |  |  | £z：90 | 0z：s0 |  | 6I：90 | S0： 0 | 92 I | E－T | 602t 09 | I |
|  |  | HLN |  | ${ }_{\text {LIPIS }}$ | YLL | әәग¢¢ио刀 | l．lel | $\begin{gathered} \text { XVd } \\ \text { [ } \mathbf{P} 70 \mathbf{L} \end{gathered}$ | ${ }^{\boldsymbol{H} \boldsymbol{1}} \mathbf{g}$ | \＃14®！ | \＃ |
| syıruay |  |  |  әш！ภu！ssəวо．л ［Emºv |  |  | ләұипоэ I！uи su！̣nənb <br>  |  |  |  |  |  |



| －－－－－－－－－－－ | $t$ | $\begin{gathered} \text { əұnu!u } \\ \text { §0 } \end{gathered}$ | U！${ }^{\text {d }}$ \＆ |  | $\begin{gathered} \hline \text { əұnu!u } \\ 0 Z \end{gathered}$ | U！LN IE |  | әU！L IEl0L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | t0：ZI | I0：ZI |  | 9S：II | ¢\％：II | H | 9－7 | tELZ YI | $\varepsilon$ |
|  | t | $\begin{gathered} \text { aınu!u } \\ \text { s0 } \end{gathered}$ | U！${ }^{\text {d }}$ |  | $\begin{gathered} \hline \text { əınu!u } \\ 0 Z \\ \hline \end{gathered}$ | U！L 8 I |  | әU！L IR10L |  |  |  |
|  |  |  | tて：01 | IZ：01 |  | 8I：0I | 00：0I | W | て－T | 899 SW | $\checkmark$ |
|  | S | $\begin{gathered} \hline \text { əұnu!u } \\ \text { §0 } \end{gathered}$ | U！W 9 |  | əənu！u $0 Z$ | U！W SZ |  | әu！L IE10 L |  |  |  |
|  |  |  | 68： 90 | $\varepsilon \varepsilon: ¢ 0$ |  | 08： 90 | S0： 0 | W | $\mathcal{E}^{-} \mathbf{T}$ | 607ヶ O9 | I |
| SyIEməy | $\begin{aligned} & \text { Jels } \\ & \text { [E70L } \end{aligned}$ | 8JLW | әәวduоつ | 1．187S | YLLW | әәวduоつ | 1．167S | X ${ }^{\text {S }}$ | 17 g | \＃148\％！！ | \＃ |
|  |  |  | ［En | $\begin{aligned} & \hline \hline \text { ƏЧLI IV } \\ & \text { səว0.Id } \\ & \text { V } \end{aligned}$ |  |  <br>  |  |  |  |  |  |



че.!!N'N








 7- They keep the airlines stationery scattered behind check-in counters.
 5-Misuse of equipment's.
information.
4- No update for flights information in case the delay. CCO have to search for the

2-Labors/Equipment shortages 1-Staff shortages. The Ground Handling Agent Comments :
General Comments of the Check in Area
lloz ‘रen



| －－－－－－－－－－ | $\mathcal{E}$ | － 3 － 0 O | －3aS 0ZI |  | $\begin{gathered} \hline \hline \text { əұnu!u } \\ \text { 0I } \end{gathered}$ | NIL $\dagger$ |  | әய！L［セ70」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ¢0：SI | E0：¢I |  | 6S：$\dagger$ | sc：$\quad$ I | H | $L$ | t087 1 S | $\varepsilon$ |
|  | $\mathcal{E}$ | － 3 － 0 O | －ววS 09 |  | әұпu！u | NIIN ¢ |  | әu！L［セı0」 |  |  |  |
|  |  |  | ZE：01 | IE：0I | 0I | 08：0I | S0：0I | W | $L$ | 609t YL | $Z$ |
|  | t | －3əS 0Z | －วつS 0ZI |  | әұпu！u | NIIN S |  | әu！L IE10L |  |  |  |
|  |  |  | 7S：60 | 0S：60 | 0I | 6t：60 | tt：60 | W | 9 | I00S SM | I |
|  | $\begin{aligned} & \text { JUఛS } \\ & \text { [E70L } \end{aligned}$ | HLW |  | 1．187S | YLSW |  | 1．187S | X2S | $\boldsymbol{\partial s f u n}^{\text {I }}$ | \＃14®®IIT | \＃ |
| SyIEMJY |  |  |  | पL 1V Səつ0．Id V |  |  <br>  |  |  |  |  |  |

LIOZ／s0／L0 Kep．imies
Passengers Security Check at lounges（GID）（Statistic）

|  | $\downarrow$ | －S．1H 00：E0 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\cdot 3 \partial \mathrm{~S} \mathrm{Oz}$ | $\frac{\cdot \operatorname{ses} 6 z}{\cdot \text { SulH tt:z0 }}$ |  |  | －गวS IE |  |  |  |  |  |
|  |  |  |  |  | －S．1H ¢s：Z0 | วU！L［B70 L |  |  |  |
|  |  |  | 0I：LI | 82：カI |  | 60：LI | 9I：ちI | S\＆E | S | ZIE NH | $\varepsilon$ |
|  | $\mathcal{E}$ | －SıH †I：I0 |  |  |  |  |  | 14\％゙！ |  |  |  |
|  |  | $\cdot 3 \partial \mathrm{~S} \mathrm{02}$ | －32S 0s |  |  |  | － 3 OS 6t |  |  |  |  |  |
|  |  |  | －S．4H 6t＇I0 |  | －SIH 9tiI0 |  |  |  |  |  |
|  |  |  | $t s: Z I$ | S0：II | St：ZI |  | 6S：0I | 621 | $L$ | E80S SM | $Z$ |
|  | t | ${ }^{\text {SaIH }}$ ¢I：I0 |  |  |  |  |  | 14\％\％！ |  |  |  |
|  |  | $\cdot$－32S 0Z | －כวS 0I |  | $\begin{array}{\|c} \hline \text { Jasuassed } \\ \text {.əd } \\ \text { u!u } 0 \mathrm{I} \\ \text { xEW } \end{array}$ |  |  |  |  |  |  |  |
|  |  |  | －U！W $\downarrow$ ¢ |  |  | －U！W 6t |  | วせ！L［セı0」 |  |  |  |
|  |  |  | SI：II | 92：0I |  | SE：0I | 10：01 | t6I | S | IL9t YL | I |
| SYIEUə¢ | $\begin{aligned} & \text { JUఛS } \\ & \text { [E70L } \end{aligned}$ | YLLW |  | 1．181S | SLW |  | 1．187S | $\begin{gathered} \text { XVd } \\ {[\mathbf{E} 70 \mathbf{L}} \end{gathered}$ |  | \＃14万ో！！ | \＃ |
|  |  |  |  |  |  | кел－х әчІ ！！ии <br>  |  |  |  |  |  |



|  | $\mathcal{E}$ | $\cdot$－32S 0Z | －วas 0ZI |  | $\begin{gathered} \text { ąnu!u } \\ 0 I \end{gathered}$ | NIL $\dagger$ |  | әせ！L［セ10．L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | S0：SI | E0： $\mathbf{S I}^{\text {I }}$ |  | 6S：$\dagger$ | sc：$\dagger$ I | H | $L$ | 七082 $\Lambda$ S | $\varepsilon$ |
| －－－－－－－－－－－ | $\mathcal{E}$ | －33S 0Z | －ววS 09 |  | əฉnu！u | NIIN ¢ |  | ขU！L［セı0．L |  |  |  |
|  |  |  | ZE：01 | IE：0I | 0I | 08：0I | S0：0I | W | $L$ | 609† YL | $乙$ |
| －－－－－－－－－－－ | t | $\cdot$－33S 02 | －วas 0ZI |  | əฉnu！u | NIIN S |  | วu！L［セı0 L |  |  |  |
|  |  |  | 7S：60 | 0S：60 | 0I | 6t：60 | tt：60 | W | 9 | I00S SM | I |
|  | $\begin{aligned} & \text { Jels } \\ & \text { [E7OL } \end{aligned}$ | 8LLW | әұว1duо刀 | 1．181S | 8LLW | әұә¢ | 1．187S | X 2 S | วถึun＇T | \＃14ธ！！ | \＃ |
| SyIEMJY |  |  |  |  |  |  <br>  |  |  |  |  |  |

Passengers Security Check at lounges（GID）（Statistic）




| ----------- | $\mathcal{E}$ | ${ }^{\text {-3as }} 07$ | ${ }^{3} \mathrm{~S}$ 09 |  | $\begin{gathered} \hline \hline \text { əұnu!u } \\ \mathbf{0 I} \end{gathered}$ | NITN $\dagger \mathcal{E}$ |  | 2u! ${ }^{\text {del }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ZI:ZI | II:ZI |  | 60:ZI | Sع:II | N | 6 | z80S VI | $\varepsilon$ |
| ----------- | $t$ | ${ }^{\text {-3as }} 07$ | -วəS 0tを |  | $\begin{gathered} \hline \hline \text { əұnu!u } \\ \text { 0I } \end{gathered}$ | NIW 97 |  | au! ${ }^{\text {I }}$ [1010L |  |  |  |
|  |  |  | EI:E0 | 60: $¢ 0$ |  | 90:E0 | 0t:z0 | H | tI | t 29 SN | 2 |
|  | $\mathcal{E}$ | -3as 0z | ${ }^{\text {²aS }}$ 098 |  | $\begin{gathered} \hline \text { әұпu!u } \\ \text { 0I } \\ \hline \end{gathered}$ | NIW SE |  | әu! ${ }^{\text {del }}$ [10L |  |  |  |
|  |  |  | £ع:80 | Lz:80 |  | Sz:80 | 0¢:L0 | N | S | I60S SM | I |
|  |  | HLL |  | $\underline{1.187 S}$ | 8LLW |  | 1.181S | xəs | วถึunt | \# ไЧ®! | \# |
| sy.rumay |  |  |  | $\overline{\text { Saso.Id }}$ |  |  <br>  |  |  |  |  |  |

(ว!1S!


＇N

|  | † | ${ }^{\text {SIS }}$ H 6E：I0 |  |  |  |  |  | 1Ч®！！． |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | － 3 OS 02 | －3əS |  |  | －כวS II |  |  |  |  |  |
|  |  |  | －S．1H IZ：I0 |  |  | ${ }^{\circ} \mathrm{U!W}$ 99 |  | әய！L［セ70」 |  |  |  |
|  |  |  | 00：$¢ 7$ | 6I：ZZ |  | LS：ZZ | 10：ZZ | S9Z | EI | 9089 ПL | $\varepsilon$ |
|  | † | ＇SIH LE：I0 |  |  |  |  |  | 7Чร゙！ |  |  |  |
|  |  | $\cdot$－33 02 | วəS S0¢ |  |  | วəS IE |  |  |  |  |  |
|  |  |  | SE：I0 |  |  | －SıH 8E：I0 |  | әய！L［巴10L |  |  |  |
|  |  |  | Zt：$¢ 冖$ | Lt：で |  | 88：$¢ Z$ | 0t：zて | 008 | 8 | E86 Vn | $Z$ |
|  | † | －SıH IS：z0 |  |  |  |  |  |  |  |  |  |
|  |  | －3əS 0 \％ | －3əS IZ |  | $\begin{aligned} & \hline \text { dosurssed } \\ & \text { Jad } \\ & \text {-u!u 0I } \\ & \text { xey } \end{aligned}$ | －วəS ¢゚そて |  |  |  |  |  |
|  |  |  | －SıH 9E：Z0 |  |  | －SaH St：z0 |  | ขせ！L［セı0」 |  |  |  |
|  |  |  | 9S：IZ | 02：6I |  | 0S：IZ | 50：6I | でt | $\mathcal{E}$ | 0E87 1 S | I |
|  |  |  | әрә¢U0， | 1．IE1S | YLLW |  | 1．187S | $\begin{gathered} \text { XVd } \\ \text { [ש10 } \end{gathered}$ | ${ }^{\text {2sunot }}$ | \＃148II． | \＃ |
| SYIELİY |  | YLLW |  | $\begin{aligned} & \hline \hline \mathrm{ILTV} \\ & \text { sə20.1 } \\ & \mathrm{V} \\ & \hline \end{aligned}$ |  | Кел－Х әч！！！ <br>  |  |  |  |  |  |



| －－－－－－－－－－－ | $t$ | $\cdot$－33S 0Z | －32S 0ZI |  | $\begin{gathered} \hline \hline \text { әұпu!̣u } \\ \text { 0I } \end{gathered}$ | NIW IZ |  | әU！L IEl0L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ¢て：ZZ | \＆z：てZ |  | てZ：Zて | 10：zて | W | $\mathcal{E}$ | 9089 ПL | $\varepsilon$ |
|  | t | －32S 0Z | －วつS 0ZI |  | әұпu！u | NIW 9I |  | әせ！L［セı0」 |  |  |  |
|  |  |  | 6S：ZZ | LS：ZZ | 0I | 99：ZZ | 0t：ZZ | H | 8 | E86 V | $乙$ |
|  | t | $\cdot 33 \mathrm{~S} \mathrm{0Z}$ | －วəS 09E |  | әпnu！u | NIIN \＆Z |  | әu！L［巴ı0」 |  |  |  |
|  |  |  | 68：6I | Eع：6I | 0I | 87：61 | 90：6I | W | EI | 0887 4 S | I |
|  | $\begin{aligned} & \text { Jełs } \\ & \text { [שıoL } \end{aligned}$ | YULW |  | 1．181S | 8LLW |  | 1．181S | X ${ }^{\text {PS }}$ |  | \＃148II． | \＃ |
| SyIEUPY |  |  |  |  |  | Ке．I－X әчң I！ <br>  |  |  |  |  |  |

Passengers Security Check at lounges（GID）（Statistic）




| －－－－－－－－－－－ | S | －32S 0Z | －ว2S 08I |  | әınu！ui | NIW ¢I |  | －u！L IEl0L |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | S0：6I | 20：6I |  | 00：6I | St：8I | N | $L$ | I698 УУ | $\varepsilon$ |
| －－－－－－－－－－ | $t$ | －33S 02 | 3əS 00\＆ |  | әұпu！u | NIW 6I |  | วU！L IPł0」 |  |  |  |
|  |  |  | $\angle E: \angle 0$ | Z $:$ ： 0 | 0I | 62：L0 | 0I：L0 | W | S | E00S SM | $\checkmark$ |
| －－－－－－－－－－－ | $t$ | $\cdot 33 \mathrm{~S} \mathrm{0Z}$ | －วつS 0†て |  | әұпu！u | NIIN SI |  | әu！L［1610 L |  |  |  |
|  |  |  | zZ：¢Z | 8I：¢Z | 0I | 91：\＆\％ | 10：$¢$ | H | S | Z60§ VI | I |
|  | $\begin{aligned} & \text { Je7S } \\ & \text { [P70L } \end{aligned}$ | YLW | әәəduoつ | 1．187S | SLLW | әәədu0つ | 1．181S | X2S | ว68un＇t | \＃1ЧรII． | \＃ |
| SyIEUJY |  |  |  |  |  |  <br>  |  |  |  |  |  |
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| －－－－－－－－－－－ | § | － 3 ¢ 0 0z | －32S 09E |  | $\begin{gathered} \text { әңnu!ú } \\ \text { 0I } \end{gathered}$ | NIW ¢ |  | әU！L［170」 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\varepsilon \pm: 81$ | LE：8I |  | sc：8I | 0I：8I | H | †I | E0L ¢ ${ }^{\text {d }}$ | $\varepsilon$ |
|  | t | － 3 S 0Z | －32S 08I |  | əınu！u | NIW EZ |  | әu！L IE10L |  |  |  |
|  |  |  | s0：ZI | Z0：ZI | 0I | I0：ZI | 8E：II | W | †I | E80S SM | $乙$ |
| －－－ | $t$ | － 3 ¢ 0 02 | －ว3S 00¢ |  | ə̨nu！u | NIIN 0 亿 |  | əu！L［セı0 L |  |  |  |
|  |  |  | L0：E0 | 20：E0 | 0I | 00：E0 | 0t：z0 | W | EI | 2089 ПL | I |
|  | $\begin{aligned} & \text { ђe7S } \\ & {[\mathrm{E} 70 \mathrm{~L}} \end{aligned}$ | YLW |  | 1．181S | YSWN | әұə1du0， | 1．181S | X ${ }^{\text {PS }}$ | อ8\％ | \＃148II． | \＃ |
| SyIELIJY |  |  |  |  |  |  <br>  |  |  |  |  |  |

LIOZ／S0／ZI Keps．InЧL
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For the Actual processing Time According to MTR
Passengers Security Check (Analyzing per passenger)
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General Comments of the Check in Area


## Appendix C - Arena Sample Report

## Actual model

Replications: 10 Time Units: Minutes

## User Specified

## Tally

| Expression | Average | Half Width | Minimum <br> Average | Maximum <br> Average | Minimum <br> Value | Maximum <br> Value |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Av real | 29.1663 | 0.54 | 28.0303 | 30.2226 | 25.7576 | 34.8485 |
| bhs | 14.6717 | 0.00 | 14.6649 | 14.6754 | 12.0093 | 16.9857 |
| f1 FlightsPerDay | 35.0000 | 0.00 | 35.0000 | 35.0000 | 35.0000 | 35.0000 |
| F2 PaxPerFlight | 250.00 | 0.00 | 250.00 | 250.00 | 250.00 | 250.00 |
| f3 img time | 10.0000 | 0.00 | 10.0000 | 10.0000 | 10.0000 | 10.0000 |
| f4 xray time | 2.0000 | 0.00 | 2.0000 | 2.0000 | 2.0000 | 2.0000 |
| f5 PercentAvlmg | 30.0000 | 0.00 | 30.0000 | 30.0000 | 30.0000 | 30.0000 |
| health | 0.6583 | 0.01 | 0.6386 | 0.6860 | 0.00 | 11.7891 |
| img 1 time | 42.4269 | 7.85 | 36.6174 | 72.7218 | 0.00 | 817.63 |
| img 2 time | 98.3943 | 5.38 | 80.6362 | 109.81 | 0.00 | 791.74 |
| img 3 time | 99.33 | 8.02 | 88.7843 | 126.41 | 0.00 | 726.53 |
| img 4 time | 40.2170 | 5.50 | 19.4797 | 46.9894 | 0.00 | 776.51 |
| img time all | 280.37 | 8.07 | 265.21 | 299.25 | 10.0000 | 817.63 |
| immegration | 280.37 | 8.07 | 265.21 | 299.25 | 10.0000 | 817.63 |
| no disp count | 2683.24 | 46.56 | 2572.22 | 2784.29 | 1.0000 | 6436.00 |
| pax time | 320.28 | 6.16 | 306.96 | 336.14 | 24.4369 | 850.54 |
| Record passenger counter | 4657.65 | 13.68 | 4614.22 | 4677.88 | 251.00 | 8785.00 |
| xray | 23.0907 | 3.49 | 9.8355 | 28.1838 | 2.0000 | 259.03 |

## Counter

Appendix D - Maltlab PSO optimisation code

```
clear all
close all
%DATA
%Cap100%
A=-0.045; B=-0.058; C=-.314; D=-4.004; E=0.022; F=110.991;
XmatrixCap=[[A B C D E];
%pax t
A2=.074; B2=.233; C2=1.032; D2=36.494; E2=-.129; F2=-14.985;
XmatrixPaxt=[A2 B2 C2 D2 E2];
%disp pax
A3=65.135; B3=12.465; C3=-342.068; D3=-308.797; E3=-5.203; F3=2791.414;
XmatrixDispPax=[A3 B3 C3 D3 E3];
N_par=5; %WAS =3
%PSO
N=100; % we need to justify why 20 particle--> see the paper
MaxValue=[llllll}300~300 10 10 100];
MinValue=[[23 50 .1 .1 30];
% MaxValue=[1000 1000 1000 1000 100];
% MinValue=[[1 1 1 1 1 1}]
V=zeros(N,1);
for i=1:N
    Xp(i,:)=MinValue+(MaxValue-MinValue).*rand(1,N_par);
end;
%Second Part
```

PI=Inf(N, 1);
PbestValue=Inf;
LbestValue=Inf;
V=zeros (N, N_par);
Xp_particleBest=zeros(N,N_par);
c1 = 1.49618;
c2 = 1.49618;
$\mathrm{w}=0.7298$;
Nit=2000;
for ii=1:Nit
\% for loop to the PI calculate per each Particle
for $i=1: N$
$\mathrm{XB}=(\operatorname{sum}(2 *$ XmatrixPaxt.*Xp(i,:))+F$) /($.01*(sum(XmatrixCap.*Xp(i,:))+F2) + . $\boldsymbol{V}$
0001 *(sum (XmatrixDispPax.*Xp (i, :)) +F3) );
PI_l (i, 1) $=20000-\mathrm{XB}$;
\%update the position value and the PI value per each particle
if $P I_{-}(i, 1)<P I(i, 1)$
PI (i, 1) =PI_l (i, 1) ;
Xp_particleBest(i,:)=Xp(i,:);
end
end

```
    %update the L-best position value
    [LbestValuen,LbestIndexRow]=min(PI); %min_fitness, min_fitness_index
    if LbestValuen<LbestValue
        LbestValue=LbestValuen;
        L_best=repmat (Xp(LbestIndexRow, :),N,1);
    end
    %update the G-best position value
    [PbestValuen,PbestIndexRow]=min(PI); %min_fitness, min_fitness_index
    if PbestValuen<PbestValue
        PbestValue=PbestValuen;
        G_best=repmat(Xp(PbestIndexRow,:),N,1);
    end
    %PSO equation
    V=w*V+cl*rand(1)*(Xp_particleBest-Xp) +c2*rand(1)*(G_best-Xp); %update speed
    Xp=Xp+V; %update position
    % constrain Xp
    for i=1:N
        for j=1:N_par,
            if Xp(i,j)>MaxValue(j), Xp(i,j)=MaxValue(j); end;
            if Xp(i,j)<MinValue(j), Xp(i,j)=MinValue(j); end;
    end;
    end;
    PI_plot(ii)=mean(PI);
end
plot(PI_plot)
min(PI)
%paxt=20000-min(PI)
%paxt=XmatrixPaxt.*Xp(PI)+F
G_best (1, :)
```


[^0]:    **. Correlation is significant at the 0.01 level (2-tailed).

